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a b s t r a c t 

Wire-arc additive manufacturing provides the fastest metal printing rate among all printing processes. 

Heat transfer and fluid flow models offer a usable connection between process variables and the parame- 

ters that affect the structure and properties of parts. Here we develop a computationally efficient, three- 

dimensional, transient, heat transfer and fluid flow model to calculate temperature and velocity fields, 

deposit geometry, cooling rates, and solidification parameters that affect the microstructure, properties, 

and defect formation. Calculations are done for multi-track depositions of a tool steel H13 and a titanium 

alloy Ti-6Al-4V and the computed results are tested using experimental data for different processing con- 

ditions. It is found that convective flow and arc pressure are the two most important factors that govern 

the width and depth of penetration, respectively. An adaptive grid technique proposed here enhances the 

computational speed by as much as by 50% without affecting the accuracy of the computed results. For 

the same processing conditions, Ti-6Al-4V exhibits a larger fusion zone than that for H13 steel attributed 

to the lower density of Ti-6Al-4V. In addition, Ti-6Al-4V exhibits faster cooling rates during solidification 

than H13 steel because of the lower difference between the liquidus and solidus temperatures for Ti-6Al- 

4V. A smaller hatch spacing results in a larger pool and slower cooling rates during the solidification of 

both alloys. 

© 2020 Elsevier Ltd. All rights reserved. 
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. Introduction 

Wire arc additive manufacturing (WAAM) is gaining attention 

ecause of its capability of producing large components rapidly [1–

] . However, several factors that govern the microstructure, prop- 

rties, and defect formation in WAAM such as heat transfer, the 

ow of liquid metal in the molten pool, the evolution of 3D de- 

osit geometry, and solidification are not well-understood [ 5 , 6 ]. 

arts with desired microstructure and properties are fabricated by 

rial and error selection of various combinations of process vari- 

bles including arc power, travel speed, wire diameter, wire feed 

ate, and hatch spacing [6] . In addition, the fabrication of a part by

epositing multiple layers and hatches adds further complexity in 

he trial and error process [7] . 

A potential alternative to the trial and error approach is to cal- 

ulate the most important variables that affect the microstructure, 

roperties, and defect formation, such as temperature and velocity 

elds, deposit geometry, cooling rates and solidification parame- 

ers. Mechanistic models can provide these results and efforts have 
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een made to develop models based on phenomenological under- 

tanding. For example, a multi-layer analytical model was devel- 

ped to predict deposit width and height [8] . However, this model 

id not explicitly calculate the heat transfer and fluid flow, and 

ts accuracy may vary for different materials or processing condi- 

ions. Another analytical model [9] predicted the surface topology 

f multi-layer, multi-hatch structures with various hatch spacing 

sing curve fitting. While the analytical models are computation- 

lly efficient for determining the bead shape, the effects of con- 

ective heat transfer are ignored, and the shape of the fusion zone 

nd other important metallurgical factors are not always accurately 

imulated. Such models are easy to use and computationally effi- 

ient, but the limited physics considered in these models affects 

he accuracy of the results [1] . 

Numerical heat conduction models consider more complex 

hysics than the analytical models and can be used to calcu- 

ate three-dimensional, transient temperature distributions during 

AAM. Heat conduction models have been shown to calculate ap- 

roximate transient temperature fields for multiple layers of thin- 

all deposition [ 10 , 11 ], but these models require the deposit shape

o be known a priori. Furthermore, these models ignore the con- 

ective heat transfer within the molten pool which is often the 

https://doi.org/10.1016/j.ijheatmasstransfer.2020.120835
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List of Symbols 

A Top-surface area of control volume 

B Small numerical constant (1e-10) 

C Carman-Kozeny coefficient 

C P Specific heat 

f l Liquid fraction 

g Gravitational acceleration 

h Specific sensible heat 

h c Convection coefficient 

H d Droplet heat content 

�H Latent heat of fusion of alloy 

�H v , i Latent heat of vaporization for element i 

I Arc current 

J h Net surface heat flux 

k Thermal conductivity 

M i Molecular mass of element i 

p i Partial pressure of element i 

P Pressure field 

P A Arc pressure term 

P d Droplet pressure term 

r b Radius of arc 

S Momentum equation source term 

S H Enthalpy source term 

S κ Surface curvature 

S V Droplet heat source 

T Temperature field 

T a Ambient temperature 

T L Liquidus temperature 

T s Solidus temperature 

T φ Surface temperature 

u Velocity vector field 

V Volume of a control volume 

V a Arc voltage 

x b , y b Cartesian distances to arc center 

�x i Length of control volume in dimension i 

α Accommodation coefficient 

β Volumetric thermal expansion 

γ Surface tension 

d γ /d T Surface tension temperature coefficient 

ε Emissivity 

η Arc efficiency 

λ Lagrangian parameter 

μ Viscosity 

μm 

Magnetic permeability 

ρ Density 

σ Stefan Boltzmann constant 

σb Standard deviation of arc current distribution 

φ Height function 

φx , φy 1 st spatial derivatives of φ
φxx , φxx , φxy 2 nd spatial derivatives of φ

ominant mechanism of heat transfer. Therefore, calculated tem- 

eratures and cooling rates are severely overestimated. Several re- 

earchers have simulated the process while considering heat trans- 

er and fluid flow, but only for single-pass, multi-layer depositions 

 12 , 13 ] or multi-pass, single-layer depositions [14] . While these 

ypes of models can provide initial insights into the process, multi- 

ass, multi-layer models are needed for understanding the com- 

lex interactions between the shape of the previous deposit, heat 

uildup in the substrate/part, heat transfer, and fluid flow. 

Simulation of multi-pass, multi-layer WAAM is computationally 

ntensive. Numerical models that calculate the shape of the deposit 

enerally utilize the volume of fluid (VOF) method which is com- 
2 
utationally challenging and can be a barrier to implementation 

f larger-scale calculations. A VOF model [13] was used for heat 

ransfer and fluid flow calculations considering the surface tension 

nd arc pressure as external forces. Another VOF model [14] ac- 

ounted for the arc and droplet physics, including the effects of 

urface tension, arc pressure and arc shear stress effects on the 

urface. Though detailed, that investigation only considered two 

atches of a single layer deposit. In addition, these VOF models are 

ften inefficient for mass balance and may accumulate large errors 

n each time step during the calculation. The calculated time-lapse 

esults are also difficult to compare with the experimental results. 

Recently, we showed [15] the utility of the surface energy min- 

mization method for calculating deposit geometry in WAAM con- 

idering arc pressure, droplet impact, heat transfer and fluid flow. 

he calculated deposit geometry and thermal cycle agreed well 

ith the experimental results. However, the calculations were done 

nly for a single-track deposit. Therefore, what is needed and cur- 

ently not available is a computationally efficient, 3D, transient 

odel of heat transfer and molten metal flow for multi-layer, 

ulti-hatch WAAM that can provide 3D, curved deposit geometry 

y considering arc pressure, surface tension gradient driven fluid 

ow and droplet impact force as well as cooling rates and solidifi- 

ation parameters for different alloys and process conditions. 

Here we develop and use a 3D, transient heat transfer and fluid 

ow model to calculate temperature and velocity fields, cooling 

ates, solidification parameters and the 3D deposit geometry dur- 

ng multi-track deposition WAAM process. The free surface profile 

f the 3D deposit was calculated by developing a transient imple- 

entation of a free surface energy minimization technique [3] that 

onsiders the surface pressure, arc pressure and droplet impact 

ressure. An adaptive grid system has been developed to achieve 

igh computational efficiency while limiting memory requirements 

or the simulation of large transient problems in builds involving 

ultiple layers and hatches. The calculations are done for multi- 

ayer, multi-hatch builds of two commonly used alloys, H13 tool 

teel (H13) and Ti-6Al-4V. Experiments are performed at various 

rocessing conditions to rigorously test the computed results. 

. Numerical modeling of heat transfer and fluid flow 

A 3D, transient heat transfer and fluid flow model is used to 

alculate temperature and velocity fields, fusion zone and deposit 

eometries, cooling rates and solidification parameters. This model 

xpands upon previous works that used steady-state calculations 

15–18] , and the core numerical implementation based on the 

emi-implicit pressure linked equation (SIMPLE) method remains 

nchanged. The salient advancements are the changes to material 

roperties assignment and coupling of the surface deformation cal- 

ulation to the heat transfer and fluid flow solution. 

The solution domain for heat transfer and fluid flow calcula- 

ions consists of the substrate, shielding gas and multi-layer multi- 

atch build as shown in Fig. 1 . The scanning, hatching, and build- 

ng directions are indicated by X, Y and Z, respectively. Unidirec- 

ional scanning strategy is used where the arc travels only along 

he positive X-direction for all layers and hatches. After a hatch is 

ompleted, the arc shifts along the positive Y-axis by a distance 

qual to the hatch spacing and returns to the starting location of 

he hatch on the X-axis. After the completion of all hatches in a 

ayer, the arc shifts back to the initial position. A constant standoff

istance of the electrode to the deposit surface is assumed. This 

epeats until all hatches and layers are completed. 

The rest of this section focuses on the details of the special fea- 

ures of the new model. Symbols are defined in the list of symbols 

t the beginning of the paper. The assumptions made in the model 

re as follows: 
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Fig. 1. Schematic of the solution domain consisting of substrate, shield gas and 

build. X, Y and Z directions represent the scanning, hatching and building direc- 

tions, respectively. The J th hatch represents the last hatch deposited along the Y 

direction, J can be any number the system permits, as well as the K th layer is the 

last layer deposited along the Z direction. Width and height of the build vary de- 

pending on the process parameters mentioned in Table 3 . However, all deposits are 

of a constant length of 100 mm. Unidirectional scanning strategy was used where 

all tracks are scanned in the same direction (along the positive X-axis). 
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Fig. 2. The Marangoni stress tangents to the 3D curved surface in Cartesian coor- 

dinate system. G t represents the spatial temperature gradient vector at the molten 

pool surface, G tx , G ty and G tz are the vector components along X, Y and Z axis, re- 

spectively. 

t

S

r

m

p

p

1

i

s

T

g

F

u

t

g

v

s

ρ

s

c

ρ

S

h

n

h

s

t

[  

t

1 Fluid flow is incompressible. Enhanced mixing due to turbu- 

lence of droplet impact and fluid flow is considered using 

uniform enhancement of thermal conductivity and viscosity 

[ 15 , 24 ]. 

2 Droplet parameters for the time-averaged heat source model 

are the same as droplet parameters from previous work [15–

18] which used a similar machine and process parameters. 

3 Recoil pressure due to vaporization is ignored, because surface 

temperature is significantly below the boiling point of the al- 

loys. 

4 Emissivity for black body radiation heat loss is independent of 

temperature. 

5 Liquid material properties are independent of temperature. 

6 Fluid flow in the mushy zone follows the Carmen-Kozeny equa- 

tion for fluid flow through a porous medium [1] . 

7 The arc power and arc pressure are assumed to have an expo- 

nential distribution around the arc axis. 

.1. Governing equations, heat sources and boundary conditions 

The heat transfer and fluid flow model solved transient equa- 

ions of conservations of mass, momentum and energy in three- 

imensions. Governing equations were discretized on a Cartesian 

rid using a finite difference control volume method [ 19 , 20 ]. These

iscretized equations are then solved by the tri-diagonal matrix al- 

orithm to obtain the enthalpy and velocity fields. The equation 

f momentum conservation in the 3D cartesian coordinate can be 

ritten as: 

∂u 

∂t 
+ ρ( ∇ · u ) = ∇ · ( μ( ∇ · u ) ) + S (1) 

The liquid metal is assumed to be a Newtonian fluid and vis- 

osity of the liquid is taken to be constant [21] . The source term 

 includes pressure, frictional dissipation in the mushy zone [16] , 

uoyancy force [17] , and Marangoni forces for control volumes at 
3 
he liquid-gas interface [22] . 

 = −∇P + ρg β( T − T L ) − C 

[
( 1 − f l ) 

2 

f 3 
l 

+ B 

]
u j + f l 

d γ

dT 

( G t ) 
�x i 
A s 

(2) 

The second, third, and fourth terms correspond to the cor- 

espond to the buoyancy force, frictional dissipation in the 

ushy zone, and Marangoni force, respectively. Frictional dissi- 

ation in the mushy zone corresponds to the flow through a 

orous media according to the Carman–Kozeny equation [23] ( C = 

 . 6e11 N s m 

−4 ). The liquid fraction f l is one when temperature 

s greater than liquidus ( T l ), zero when temperature is less than 

olidus ( T S ), and varies linearly between zero and one for T S ≤ T ≤
 l . For Marangoni force, the components of spatial temperature 

radient G t are taken along the liquid-gas interface as shown in 

ig. 2 . The Marangoni force term is only applied at control vol- 

mes at the surface of the molten pool and is zero elsewhere in 

he domain. The respective vector components of the temperature 

radient are used as source terms for the calculation of u, v and w 

elocity components on the Cartesian grid. 

The pressure field for an incompressible fluid is obtained by 

atisfying the continuity equation: 

∇ · u = 0 (3) 

The energy conservation equation contains the latent heat 

ource term, as well as a volumetric heat source/sink term that 

onsiders heat additions and losses from the deposit. 

∂h 

∂t 
+ ρ∇ ( u h ) = ∇ 

(
k 

C P 
∇h 

)
+ S H (4) 

 H = −∂ ( ρu i �H ) 

∂ x i 
+ J h 

A 

V 

− ∂ ( f l ) 

∂t 
�H f + S V (5) 

The first term in the right-hand side of Eq. (5) represents the 

eat release due to the change in enthalpy, the second is the 

et heat flux at the molten pool surface, the third is the latent 

eat of fusion, and the fourth is the heat from the droplet. The 

ource term S V is calculated assuming that the heat energy from 

he metal droplets is distributed uniformly in a cylindrical cavity 

18] . This term is described in detail in our previous paper [15] . In

his model, the molten pool surface is contained in the interior of 
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Table 1 

Thermo-physical properties and droplet parameters of Ti-6Al-4V and H13 tool steel [ 36 , 37 ]. 

Properties Ti-6Al-4V H13 

Liquidus temperature (K) 1928 1725 

Solidus temperature (K) 1878 1585 

Thermal conductivity (W/m K) 1 . 57 + 1 . 6 × 10 −2 T − 1 × 10 −6 T 2 18 . 39 + 7 . 52 × 10 −3 T 

Specific heat (J/kg K) 492 . 4 + 2 . 5 × 10 −2 T − 4 . 18 × 10 −6 T 2 394 . 8 + 0 . 2142 T 

Liquid thermal conductivity (W/m K) 34.60 30.96 

Liquid specific heat (J/kg K) 831.08 823.96 

Latent heat of fusion (J/kg) 2.86 × 10 5 2.74 × 10 5 

Density (kg/m 

3 ) 4000 7800 

Viscosity (kg/m s) 4.0 × 10 −3 5.7 × 10 −3 

d γ /dT (N/m K) -0.26 × 10 −3 -0.43 × 10 −3 

Arc efficiency 0.77 0.77 

Wire radius (m) 0.6e-3 0.6e-3 

Feeding rate (m/s) 86.7 64.9 

Droplet radius (m) 0.3e-3 (estimated) 0.3e-3 (estimated) 

Droplet velocity (m/s) 4.5 (estimated) 4.5 (estimated) 
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he domain with gas above it, and its location is tracked by height 

unction φ ( Section 2.2 ). Therefore, the heat flux at the deposit sur- 

ace, J h , is modified by A/V to convert from a flux to a volumetric

ource. 

 h = 

( I V a η − H d ) 

2 π r 2 
b 

exp 

(
−x 2 + y 2 

2 r 2 
b 

)
− εσ

(
T 4 φ − T 4 a 

)
− h c 

(
T φ − T a 

)

−
N ∑ 

i =1 

α�H v ,i p i 

√ 

M i 

T 
(6) 

On the right-hand side, the first through fifth terms correspond 

o the heat source from the arc [24] , radiation heat loss, convec- 

ion heat loss, and vaporization heat loss [25] . Convective heat loss 

onsiders h c = 8 W m 

−2 at the liquid-gas and solid-gas interface to 

pproximate natural convection by air and within the arc radius 

 c = 80 W m 

−2 to approximate forced convection from the shield- 

ng gas based on typical values in literature [ 12 , 15 ]. Partial pres-

ures of elements were calculated from the surface temperature 

nd alloy composition using tabulated data [26] and the Clausius- 

lapeyron relation [27] for temperatures outside tabulated ranges. 

aporization heat loss based on the Langmuir equation is modified 

y the accommodation coefficient, α, which accounts for reconden- 

ation of vapor on the surface and is approximated as 0.05 [28] . 

All specified source terms vary spatially. Detailed thermo- 

hysical properties and droplet parameters of the H13 and Ti-6-Al- 

V are listed in Table 1 . Effective thermal conductivity and viscos- 

ty of the liquid metal are enhanced to account for turbulent con- 

ection effects [ 24 , 38 ]. The concepts of the enhancement factors 

ere originally developed in the fusion welding literature [ 24 , 38 ] 

nd have also been applied in additive manufacturing modeling 

15] . The enhanced thermal conductivity and viscosity can vary be- 

ween 5-10 times the nominal values depending on the local fluid 

ow conditions [38] . Here, an average property enhancement is ap- 

lied over the entire melt pool with a thermal conductivity multi- 

lier of 8 and viscosity multiplier of 10. The gas region is assumed 

o be stationary for solving the velocity and pressure fields. 

Boundary conditions for the domain are specified separately for 

omain boundaries bordering the metal and gas regions. The entire 

omain is initialized at ambient temperature. The metal region has 

 boundary flux based on convective heat loss ( h c = 8 . 4 W m 

−2 )

nd the gas region boundary temperature is held at T a (298 K). 

.2. Calculation of the deposit geometry 

The 3D curved surface of the deposit is calculated by using the 

ree surface energy minimization method [ 15 , 16 ]. This method re- 

uires the initial local curvature of the liquid-gas interface, the 

ressures acting on that interface, and the spatially varying surface 
4 
ension. The molten pool surface deformation is constrained by the 

olume change of the surface needing to equal the volume added 

y wire feeding in each time step. The solution to the deforma- 

ion of the surface considering all the aforementioned constraints 

s solved by the method of Lagrange multipliers, generating the fol- 

owing equation, 

gφ = λ + P A + P d − 2 γ S κ + γ

(
1 + φ2 

y 

)
φxx − 2 φx φy φxy + 

(
1 + φ2 

x 

)
φyy (

1 + φ2 
x + φ2 

y 

)3 / 2 

(7) 

here P A and P d are defined as, 

 A = 

μm 

η2 

8 πσb 

exp 

(
−x 2 

b 
+ y 2 

b 

2 σ 2 
b 

)
(8) 

 d = 

ρv d f d 

π r 2 
d 

exp 

( 

−
2 

(
x 2 

b 
+ y 2 

b 

)
r 2 

d 

) 

(9) 

For this calculation, the volume addition rate from the wire is 

veraged over time rather than considering individual droplets. To 

olve the static force balance equation, Eq. (7) is discretized us- 

ng Taylor series finite difference scheme [ 15 , 16 ]. Jacobi iterative 

ethod is used to solve the finite difference scheme. After guess- 

ng initial values λ, an iterative root-finding algorithm is used to 

nd the correct value of the λ to satisfy the volume change con- 

traint. 

In Eq. (7) , the second through fifth terms on the right-hand side 

erms correspond to the arc pressure [29] , droplet impact pressure 

30] , Laplace pressure, and resistance to deformation of the sur- 

ace, respectively. The fifth term is derived from the Young-Laplace 

quation [ 15 , 16 ], indicating the pressure needed to change the cur- 

ature of the surface. Since Young-Laplace equation is proposed 

nder the static pressure condition, the discrete time step should 

e small enough to trace the dynamic free surface. The terms for 

urface tension, curvature, and distance from the arc source vary 

patially. Surface curvature is calculated from the height function 

sing the method of Lopez et al. [31] . The boundary conditions 

 Eq. 6 ) are applied on the cells nearest to the moving interface. 

t each time step boundary conditions are updated based on the 

urrent position of the interface. Therefore, the boundary condi- 

ions are updated continuously as the interface moves during the 

eposition process. 

.3. Adaptive mesh algorithm 

A conventional fixed grid system requires fine grid resolution in 

nywhere that may have molten material in any time step of the 
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Fig. 3. The adaptive grid system on the top surface at (a) previous step and (b) 

current step. The molten pool profile is presented by the liquidus temperature of 

H13. The fine adaptive grid region travels with the heat source in such a way that 

it always contains the molten pool. 
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imulation. However, the molten pool is only present in a small 

ortion of the domain at any given time step. Therefore, in most 

omputational steps there is a large region of the domain that 

as fine grid resolution but no molten pool. Adaptive meshes have 

een applied in previous additive manufacturing simulations to al- 

eviate this problem [ 19 , 32 ]. Here, an adaptive mesh scheme is

sed to ensure that the molten pool region is completely contained 

ithin a fine grid while the rest of the grid is coarser. 

To generate a new mesh for a given time step, two factors are 

onsidered. First, the minimum size of the fine mesh region is such 

hat it must fully contain the heat source. Second, the fine mesh 

ust completely enclose all cells where T > T S . Fig. 3 (a-b) shows

he grid update process between two consecutive time steps. The 
5 
rids only update in one dimension at a time. Also, the mesh spac- 

ng in the z-direction remains static. This speeds calculation by tak- 

ng advantage of the structured ijk -ordering of the Cartesian mesh 

y allowing interpolation of entire planes of nodes ( e.g., the i-plane 

f updating in the x-direction) rather than interpolating each node 

ndividually. Linear interpolation is used for generating the values 

f scalars on the new mesh from the values on the previous mesh. 

An important consideration when implementing an adaptive 

esh algorithm with interface tracking is that the height function 

ust be stored on a persistent fine mesh. At the beginning of the 

imulation, a persistent fine mesh for the height function is gen- 

rated. Any changes in height from a given time step are interpo- 

ated onto the persistent fine mesh. Surface height change occurs 

nly on cells in the molten pool, so the adaptive mesh will always 

ave a fine resolution in the regions where the height function 

hanges. The persistent fine mesh height is then used to interpo- 

ate the height function of the adaptive mesh for the next time 

tep. 

.4. Simulation details 

The entire solution domain is divided into small control vol- 

mes. For a 100 mm long, 3- layer, 5-hatch structure, the to- 

al size of the solution domain is 150 mm × 82 mm × 47 mm 

length × width × height). Convergence studies showed that fine- 

esh size of 0.4 mm was adequate for fluid flow and deposit ge- 

metry calculations to converge. In the adaptive case, the number 

f grids was dynamic, but in a static mesh case the domain was 

00 × 95 × 108 grids. The calculations are performed serially on a 

.2 GHz Intel Xeon Processor using an in-house Fortran code com- 

iled using an Intel Fortran compiler. 800 time steps were solved 

or each pass. Details on simulation time are given in Section 4.1 . 

The residual value, or the error in the discretization of the gov- 

rning equations, is used to judge if the convergence of the numer- 

cal solution. For the overall calculation domain, the residue value 

R) is defined as: 

 = 

∑ 

[
1 
a P 

( a e �e + a w �w + a n �n + a s �s + a t �t + a b �b + f ) − �P 

]
∑ 

�P 

(10) 

here the coefficients a and f are the discretization coefficients at 

 grid point, � denotes the summation over all grid points of the 

olution domain, � is the corresponding variable, i.e. enthalpy or 

elocity components. The velocities and enthalpy calculations are 

terated to obtain lower residues and good convergence as shown 

n Fig. 4 . A decrease in residue to below 1.0e-2 was considered for 

onvergence of velocity and pressure fields and below 1.0e-5 for 

onvergence of the specific enthalpy field. 

. Experiments 

A series of 100 mm long, 5 hatches, 1 layer and 2 layers builds 

sing H13 wire were deposited on a 250mm × 150mm × 4mm 

ISI 1040 steel substrate. The heat source of WAAM was a custom- 

esigned Panasonic digital MIG/MAG welding power source, which 

as inverter controlled using direct current (DC) with output cur- 

ent range from DC 30 A to 350 A and output voltage range from 

C 12 V to 31.2 V. The specimens were fabricated using a weld- 

ng robot combined with control box, workbench and wire feed 

ystem. The 6-axis independent movements of the robot are pro- 

ramed and controlled by a software-based control system. The 

orch was kept perpendicular to the substrate surface and the con- 

act tip to workpiece distance was 10 mm. The deposited builds 

ere shielded from oxidation by supplying high purity argon at 

 flow rate of 15 L/min. For simplicity, a unidirectional scanning 
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Table 2 

The WAAM process variables used in experiments and simulations. 

Sample No. Layer No. Hatch spacing (mm) Current (A) Voltage (V) Travel Speed (mm/s) 

1 1 4.67 150 23 6.7 

2 1 5.44 150 23 6.7 

3 1 6.22 150 23 6.7 

4 2 4.67 150 23 6.7 

5 2 5.44 150 23 6.7 

6 2 6.22 150 23 6.7 

Fig. 4. Variations of calculated residues or error values with iterations for three 

components of velocity and enthalpy during calculation of H13 steel build with 6.7 

mm/s scanning speed and 3450 W power. 
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trategy where the arc travels along the positive X-direction for all 

ayers and hatches was used. The hatch spacing and layer num- 

er are set as experimental variables to investigate the multi-layer, 

ulti-hatch deposition process. The detail process conditions used 

n these experiments are provided in Table 2 . The samples were 

round and polished using colloidal silica and subsequently were 

tched using the standard Keller’s reagent (2.5mL HNO 3 + 1.5mL 

CL + 1mL HF + 95 mL H 2 O) for 20 seconds. An optical microscope

as used to take the macrograph of cross sections magnified five 

imes. 

. Results and discussions 

.1. Temperature and velocity fields 

Fig. 5 shows the temperature and velocity fields during WAAM 

f a single-track H13 deposit calculated using the heat transfer 

nd fluid flow model. Fig. 5 (a) shows the temperature and velocity 

elds in a three-dimensional isometric view. The color bands rep- 

esent the ranges of temperatures corresponding to the figure leg- 

nd and the velocity of liquid metal within molten pool can be es- 

imated by comparing their lengths with reference vector. The re- 

ion bound by the liquidus isotherm (1725 K) represents the fusion 

one, also referred to as the molten pool. The two-phase solid- 

iquid region, also known as the mushy zone is represented by 

he region bound by the solidus (1585 K) and liquidus isotherms. 

ig. 5 (b) shows the temperature and velocity fields on the top sur- 

ace. Because of the moving heat source, an elliptical molten pool 

ormed. The surface tension gradient is the dominant force to drive 

he liquid metal within molten pool, and the fluid flows from the 

enter to the periphery of the molten pool due to surface tension 

ecreasing with the increasing temperature. Fig. 5 (c) shows the 

ransverse view of the deposited track. Here, the molten deposited 

aterial forms a crown above the substrate, and the molten pool 

lso melts a significant portion of the substrate material due to the 
6 
igh heat input. Fig. 5 (d) shows the longitudinal view at the mid- 

idth of the deposit. The molten pool is significantly depressed by 

he arc pressure and droplet impact pressure. As the liquid metal is 

orced to the rear of the molten pool, the crown is built up before 

t solidifies. As seen in Fig. 5 (a) and Fig. 5 (d), the volume of molten

etal directly beneath the arc axis is smaller than the volume of 

olten metal in the crown region. 

The shape and size of the deposit shown in Fig. 6 are useful 

or verifying the model by comparing them with the corresponding 

xperimental data. For example, Fig. 6 and Fig. 7 show the compar- 

son of the calculated deposit geometry using corresponding ex- 

eriment results from the literature for a single-track H13 [15] and 

i-6Al-4V [33] . In Fig. 6 , a high heat input and wire feed rate cre-

ted a deep penetration near the center of the fusion zone of the 

13 deposit which is correctly captured by the model. In Fig. 7 , 

eposit width and height decrease with heat source travel speed 

wing to the reduction in heat input. Both Figs. 6 and 7 show good

greement between the numerically calculated and the experimen- 

al data. Some minor deviations from the experiments could have 

een caused due to the several simplifying assumptions of the 

odel. Overall, these validations provide confidence in using the 

odel to investigate the roles of important process parameters on 

eposit shape and size, temperature and velocity fields, cooling 

ates and solidification parameters. 

In addition to validating the model results against experiments, 

he results obtained using the adaptive mesh algorithm were also 

ompared with the corresponding results using a conventional 

xed grid. In the fixed grid, the total number of control volumes 

nd the control volume size remain constant throughout the sim- 

lation, whereas the adaptive mesh algorithm updates the number 

nd size of control volumes as described in Section 2.3 . Fig. 8 (a-

) show the calculated temperature and velocity fields near the 

olten pool of the 1 st layer, 1 st hatch both with and without the 

daptive mesh. The differences in the peak temperature, and max- 

mum values of three velocity components calculated with and 

ithout the adaptive mesh are provided in Table 4 . Figures 8 (a- 

) and Table 4 show that the temperatures, velocities, and deposit 

eometry calculated using the adaptive mesh are similar to those 

alculated using the fixed grid system (without the adaptive mesh). 

or example, the length of the mushy zone at the trailing edge of 

he molten pool calculated using the adaptive grid is only about 

% shorter than that calculated using the fixed grid. The simulation 

sing the fixed grid takes a longer time. This is because fine grids 

re required for the entire calculation zone, which becomes com- 

utationally burdensome for large geometries and increases the 

omputation time. In contrast, the same results can be obtained at 

 low computational time by using the adaptive grid. For example, 

ig. 8 (c) shows that for both Ti-6Al-4V and H13, calculations using 

he adaptive grid require much less calculation time for multi-track 

eposits. 

As mentioned in Section 2 of this article, deposit shape and size 

re affected by arc pressure, droplet impact pressure and the con- 

ective flow of molten metal. Fig. 9 shows the relative influence of 

hese factors on the deposit geometry for both H13 and Ti-6Al-4V 

sing process parameters detailed in Table 3 . To evaluate the rela- 
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Fig. 5. The temperature profiles and velocity fields of H13 single-track deposition. (a) 3D isometric temperature field (b) top surface (c) transverse view and (d) longitudinal 

view. The scanning direction is along the positive ‘X-axis’. The molten pool is extracted at t = 8.75 s for a 120 mm, single-track deposit. At travel speed 5 mm/s, the x-location 

is 43.75 mm from the starting point. The process parameters using for simulation are given in Table 3 . 

Table 3 

The WAAM process variables used in simulations. All simulations are for H13 alloy, except where indicated otherwise. 

Current(A) Voltage(V) TS(mm/s) WFS(mm/s) Hatchnumber Layer number 

Fig. 5 200 20 5.0 64.9 1 1 

Fig. 6 (H13) 200 22 8.3 203.7 1 1 

Fig. 7 (Ti64) 150 20 13.0 133.0 1 1 

Fig. 8 (H13) 150 20 5.0 64.3 1 1 

Fig. 8 (Ti64) 150 20 5.0 87.3 1 1 

Fig. 9 200 20 6.7 132.0 1 1 

Figs. 10–12 150 23 6.7 132.0 5 3 

Fig. 13 150 23 6.7 132.0 5 (hs = 4.67~6.22mm) 1 

Fig. 14 150 23 6.7 130.0 5 (hs = 4.67~6.22mm) 2 

Fig. 15 , 17 (H13) 150 23 6.7 132.0 2 (hs = 4.67~6.22mm) 2 

Fig. 15 , 17 (Ti64) 150 23 6.7 182.0 2 (hs = 4.67~6.22mm) 2 

Fig. 16 150 23 6.7 132.0 2 (hs = 4.67~6.22mm) 2 

Fig. 16 (a) (H13) 200 20 5.0 64.9 1 1 

Fig. 16 (a) (Ti64) 200 20 5.0 86.7 1 1 

Fig. 16 (b) 150 23 6.7 130.0 5 2 
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flow resulted in a 21% decrease for H13 steel and an 4% decrease 
ive influence, simulations were performed by including or exclud- 

ng each of these factors. The simulations ignoring arc pressure and 

roplet impact force were performed by setting the corresponding 

ource terms in Eq. (7) to zero. The simulation without the fluid 

ow solved only the energy conservation equation to calculate the 

emperature fields and deposit geometry, assuming the heat trans- 

er only occurred by heat conduction. Fig. 9 (a) shows H13 deposit 

eight was decreased by 20% without arc pressure and 4% with- 

ut droplet impact pressure. For Ti-6Al-4V, the height decreased 

y 25% and 3% without arc pressure and droplet impact pressure, 

espectively. Using only the heat conduction model (no fluid flow), 

he height increased by 22% for H13 and 2% for Ti-6Al-4V. There- 

ore, arc pressure is the most important factor that controls the 
7 
eposit height. This is primarily because of the arc’s tendency to 

ush the liquid metal to the back of the molten pool, behind the 

rc, which solidifies to form the elevated 3D shape of the deposit. 

Fig. 9 (b) shows that the H13 deposit width increased by 6% 

ithout arc pressure and increased by 1% without droplet impact 

ressure. For Ti-6Al-4V, the width increase was 8% without arc 

ressure and 1% without droplet impact pressure. The increase in 

eposit width without arc pressure corresponds with the reduced 

uid flow to the rear end of the molten pool due to a lack of

rc pressure. This results in hot liquid staying closer to the heat 

ource and increasing the width of the deposit while decreasing 

he height. Calculation of the deposit width neglecting the fluid 
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Table 4 

The differences in the peak temperature, and maximum values of three velocity compo- 

nents calculated with the adaptive grid and static grid systems. 

Adaptive grid system Static grid system % difference 

Peak temperature (K) 2951 2926 0.85% 

U maximum (cm/s) 30.3 32.5 6.8% 

V maximum (cm/s) 34.9 33.1 5.4% 

W maximum (cm/s) 21.8 23.7 8.0% 

Fig. 6. Validation of deposit shapes and sizes for H13 Steel single-track deposit [15] , 

with the simulation cross-section taken after 2.3 s of deposition. At travel speed 4.3 

mm/s, the x-location is 9.89 mm from the starting position. Simulation parameters 

are given in Table 3 . 

f
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p

w
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t
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t

Fig. 7. Comparisons of the calculated deposit height and width with the cor- 

responding experimental results [33] for Ti-6Al-4V single-track deposit at travel 

speeds varying from 5 mm/s to 13 mm/s. The deposit height and width are mea- 

sured at the mid-length of the track from the transverse section indicated schemat- 

ically in the inset. Simulation parameters are given in Table 3 . 
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or Ti6Al4V for the given process conditions, which indicates that 

or H13 fluid flow has the highest influence on deposit width. Arc 

ressure also plays an important role as it pushes material back- 

ards and upwards, forming a higher and narrower deposit. With- 

ut as much material being pushed towards the back of the pool, 

he width of the deposit increases for both materials. 

Though arc pressure and droplet impact pressure influence the 

eometry of the deposit, they do not significantly affect the peak 

emperature within the molten pool as evident from Fig. 9 (c). The 
ig. 8. (a) The calculated molten pool of first layer, first hatch of a H13 build using adap

m from the starting position. (b) calculated molten pool using static grid at the same lo

uring simulation. (c) Simulation time for a 5-hatch, 1-layer H13 steel and Ti-6Al-4V titan

or the simulations can be found in Table 3 . 

8 
eak temperature is largely controlled by the ability of the liquid 

etal to transport heat away from the center of the pool through 

eat conduction and fluid flow. While the pressures acting on the 

urface dictate where the liquid metal flows, it does not change the 

mount of heat carried by the fluid as it is pulled away from the 

enter of the molten pool. However, when the fluid flow is ignored, 

he peak temperatures at the monitored point in both materials 
tive grid after 6.0 s of deposition. At travel speed 6.7 mm/s, the x-location is 40.2 

cation as (a). The static grid is the grid system where the size of grid kept constant 

ium 10 cm long deposit using adaptive and static grid systems. Process parameters 
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Fig. 9. The influence of different factors on the deposit geometry with the compre- 

hensive model, without arc pressure model (w/o arc pressure), without droplet im- 

pact pressure model (w/o drop impact pressure), and without fluid flow model (w/o 

fluid flow). The comprehensive model is a rigorous model which considers the arc 

pressure, droplet impact pressure and fluid flow. (a) The calculated deposit height 

variation versus these different factors and (b) the calculated deposit width vari- 

ation versus these different factors. (c) the calculated peak temperature variation 

at the specified monitoring point versus these different factors. Data was extracted 

after 7.5 s of deposition of a single-track simulation. At travel speed 5 mm/s, the 

x-location is 37.5 mm from the starting position. The process parameters are given 

in Table 3 . 
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ncrease by about 10 0 0 K, indicating that the fluid convection plays 

 significant role in transporting heat away from the molten pool 

nd thus influencing the temperature distributions in the pool. 

A well-recognized way of quantifying the impact of fluid flow 

n the heat transfer in the molten pool is to consider the dimen- 

ionless Peclet number (Pe). The Peclet number is a ratio of the 
9 
onvective heat transfer due to fluid flow to heat transfer by ther- 

al conduction and is defined as [34] , 

 e = UL/α (11) 

Here, L is the molten pool width, U is the maximum velocity, 

nd α is the thermal diffusivity. When Pe > 1 , fluid flow dominates 

he heat transfer mechanism inside the molten pool. For the com- 

rehensive model in Fig. 9 , the Peclet number is 268 for H13 and

35 for Ti-6Al-4V, both of which indicate that the fluid flow is a 

ritical heat transfer mechanism inside the molten pool. As shown 

arlier in Fig. 9 , the impact of fluid flow increased the molten 

ool width by 21% for H13 steel and 4% for Ti6Al4V and decreased 

he deposit height by 22% for H13 and 2% for Ti6Al4V. The higher 

eclet number in the H13 molten pool correlates with a strong in- 

uence of fluid flow on the resultant deposit shape, whereas less 

f an influence on deposit shape was seen in Ti-6Al-4V which had 

 lower Peclet number in the molten pool. In previous research on 

he effect of process parameters on H13 steel, it was shown that a 

ariation in wire feed rate of 10 mm s −1 with similar process pa- 

ameters yielded a 10% change in deposit height [15] , so the impact 

f fluid flow on deposit geometry can vary significantly depending 

n the processing conditions. 

.2. Evolution of deposit geometry in multi-track deposition 

The temperature and velocity distributions vary both spatially 

nd temporally during multi-track depositions, because deposits 

orm on top of the previously deposited tracks. To highlight the 

mpact of previously deposited hatches and layers, Fig. 10 , Fig. 11 , 

nd Fig. 12 explain the development of the deposit during a single 

atch, across multiple hatches for a single layer, and over multiple 

ayers, respectively. 

Fig. 10 shows the progressive growth of the melt pool during 

 single-track deposition of H13. Fig. 10 (a) schematically shows 

he three locations at the beginning, intermediate and end of the 

rack for which the molten pools are shown in Figs. 10 (b-d) re- 

pectively. At the beginning of the deposition, the molten pool 

xhibits a slightly elliptical shape and the depression on the top 

urface is not significant, as shown in Fig. 10 (b). The arc pressure 

as a Gaussian distribution centered on the arc axis, so in a large 

olten pool the depression in the middle occurs due to a large 

rc pressure at the middle of the pool and lesser pressures at the 

ide of the pool. However, in a small molten pool the arc pres- 

ure is comparatively homogeneous across the pool and less de- 

ormation occurs due to a smaller pressure differential across the 

urface. Fig. 10 (c) shows that the molten pool gradually turns into 

 teardrop shape, which captures the effect of scanning along the 

ositive x-axis. The molten material is pushed to the rear end of 

he fusion zone which solidifies to form the 3D deposit. Eventu- 

lly, the molten pool reaches the steady state where the shape and 

ize of the fusion zone do not vary with the progress of the depo- 

ition process as shown in Fig. 10 (d). For a single-track deposition, 

he molten pool is symmetric because it was deposited on the flat 

ubstrate as shown in Fig. 10 . 

Fig. 11 shows the deposit shape varies with the deposition of 

ultiple hatches. The shape and size of the fusion zones at three 

ocations at the mid length of each hatch are compared. These 

hree locations are schematically shown in Fig. 11 (a) as points 1, 

 and 3 for the 1 st , 2 nd and 3 rd hatch respectively. Due to being

uilt upon previously deposited material, the molten pool becomes 

symmetric. This asymmetry comes from the uneven surface the 

aterial is being deposited onto and differences in temperature of 

he previously deposited material on one side and the shielding 

as on the other. In Fig. 11 (b-d), these temperature differences can 

e seen by looking at the asymmetric shape of the 10 0 0 K and

200 K isotherms. Heat accumulates in the previously deposited 
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Fig. 10. (a) Schematic representation of a single-track deposit indicating three locations of the heat source axis 1, 2 and 3 for which fusion zones are shown in figures (b-d). 

Computed deposit shape, temperature field and velocity field of H13 build in 1 st hatch 1 st layer at (b) 10.05 mm from start location (location 1) (c) 50.25 mm from start 

location (location 2) (d) 100.5 mm from start location (location 3). The scanning direction is along positive ‘X-axis’. The process parameters are given in Table 3 . 

Fig. 11. (a) Schematic representation of a single layer, three hatches deposit indicating three locations of the heat source axis 1, 2 and 3 for the 1 st , 2 nd and 3 rd hatches 

respectively at the mid-length of the track for which fusion zones are shown in figures (b-d). Computed deposit shape, temperature field and velocity field of H13 build in 

(b) 1 st hatch 1 st layer at 50.25 mm from start location (location 1) (c) 2 nd hatch 1 st layer at 50.25 mm from start location (location 2) (d) 3 rd hatch 1 st layer at 50.25 mm 

from start location (location 3). The scanning direction is along positive ‘X-axis’. The process parameters are given in Table 3 . 
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aterial during its deposition and deposition of the neighboring 

atches more so than the substrate. The consequence of this asym- 

etry is that not only is material pushed backwards by the arc 

ressure and fluid flow, but it is also pushed back and over towards 

he larger area of the molten pool near the neighboring hatch. This 

auses material to go on top of the previously deposited material 

nd deposit height to increases in sequential hatches, as shown in 

ig. 11 (b-d). 
10 
Fig. 12 shows the deposit and fusion zone shape and size at the 

id length of each layer. The location ‘A’ in Fig. 12 (a) schemat- 

cally represents the location of the heat source axis for which 

usion zones are shown for three different layers in Figs. 12 (b- 

). As the deposit height (layer number) increases, heat accumu- 

ates in the deposited material because the volume of the de- 

osit increases while the contact area for conduction from the 

eposit into the substrate remains approximately constant. The 
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Fig. 12. (a) Schematic representation of a three layers, two hatches deposit indicating the location of the heat source axis A at the mid-length, mid width of 2 nd hatch for 

which fusion zones are shown in figures (b-d) for three layers. Computed deposit shape, temperature field and velocity field of 2-hatch, 3-layer H13 build in (b) 2 nd hatch 1 st 

layer at 50.25 mm from start location (c) 2 nd hatch 2 nd layer at 50.25 mm from start location (d) 2 nd hatch 3 rd layer at 50.25 mm from start location. The scanning direction 

is along positive ‘X-axis’. The process parameters are given in Table 3 . 

Fig. 13. Comparison between the calculated transverse sections at the position 50.25 mm from start location of the 5-hatch, 1-layer H13 deposit with the corresponding 

experimentally measured macrograph using (a) 4.67 mm (b) 5.44 mm and (c) 6.22 mm hatch spacing. Other process parameters are given in Table 3 . The green region 

bounded by the solidus temperature (1585 K) isotherm represents the transverse section of the deposit. Hatching direction is along the positive ‘Y-axis’. 

11 
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Fig. 14. Comparison between the calculated transverse sections at the position 50.25 mm from start location of the 5-hatch, 2-layer H13 deposit with the corresponding 

experimentally measured macrograph using (a) 4.67 mm (b) 5.44 mm and (c) 6.22 mm hatch spacing. Other process parameters are given in Table 3 . The green region 

bounded by the solidus temperature (1585 K) isotherm represents the transverse section of the deposit. Hatching direction is along the positive ‘Y-axis’. 
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olten pool volume, length, and width all increase with the de- 

osit height which is generally undesirable for a controlled de- 

osition process. One recourse is to increase the idle time be- 

ween individual hatches and layers to allow time for the build 

o cool off. Also, because the second- and third-layer deposits 

re built upon already deformed layers, molten pool surfaces are 

nclined and asymmetric with respect to the axis of the heat 

ource as shown in Fig. 12 (b-d). Similar to the variation in de- 

osit shape with hatch, asymmetry in the molten pool affects 
12 
here liquid metal flows in the molten pool and influences deposit 

hape. 

Because the shape of previously deposited material affects the 

eat transfer and fluid flow in subsequent hatches and layers, the 

atch spacing plays an important role in determining the geome- 

ry of the deposits. To examine the role of hatch spacing on de- 

osit geometry and further validate the model, simulation results 

or various hatch spacings were compared to the corresponding 

xperimental data. In Fig. 13 , a comparison is made between the 
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Fig. 15. Variation of fusion zone volume with hatch spacing for H13 and Ti-6Al-4V. 

Fusion zone is the region bound by the liquidus isotherm of the alloy and contains 

liquid material. The fusion zone volume was taken from the simulation halfway 

through the 2 nd layer, 2 nd hatch deposition. The process parameters are given in 

Table 3 . 
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Fig. 16. (a) The thermal cycles of Ti-6Al-4V and H13 single-track deposit. (b) The 

thermal cycles of 5-hatch 2-layer H13 steel deposit. The location of monitor point is 

indicated by the inset schematic. The process parameters are given in Table 3 . For 

X, Y and Z directions refer to Figure 1 . 
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imulated fusion zone geometry of a single layer, five-hatch de- 

osit built with three different hatch spacings and the correspond- 

ng build transverse cross-sections. The fusion zones for the 2 nd to 

 

th hatch appear tilted with respect to the heat source axis be- 

ause the molten droplet spreads over the previously deposited 

rack. The main difference between the simulations and experi- 

ents is the penetration depth of the molten pool. This is likely a 

onsequence of having to use assumed droplet parameters due to 

navailability of experimentally measured droplet parameters for 

his particular material and process parameter combination. In this 

ase, approximation of the droplet parameters overpredicted the 

epth of the fusion zone in the results calculated by the numerical 

odel. 

Continuing the examination of the effect of hatch spacing on 

eometry to multi-layer builds, Fig. 14 shows a fair agreement be- 

ween the computed and the corresponding measured build shapes 

nd sizes for 5-hatch, 2-layer H13 build. Deposited on the 3D 

urved surface of the first layer, the second layer deposit tends to 

ave larger molten pool due to accumulated heat in the substrate 

nd previously deposited material. There is a small mismatch be- 

ween the simulated and calculated shape of the deposits on the 

rst and last pass of the second layer. The overflow of the pool 

nto previous layers at the edges of the deposit (exemplified in 

he left-hand side Fig. 14 c) may be the source of this mismatch. 

n addition, several simplified assumptions to make calculations 

ractable may also contribute to some discrepancy between the ex- 

erimental and calculated results. 

It is evident from Fig. 13 and 14 that the hatch spacing sig- 

ificantly affects the deposit shape and size. Fig. 15 shows the 

ariations in fusion zone volume with hatch spacing for both H13 

nd Ti-6Al-4V. For both alloys, the fusion zone volume decreases 

ith increasing hatch spacing. A smaller hatch spacing increases 

he overlap between the molten pool and the previously deposited 

rack. In the case where the previous track is still hot, this reduces 

he heat flow away from the molten pool and results in a larger 

usion zone. Ti-6Al-4V has a lower density than H13 which results 

n a larger fusion zone than that for H13 for the same process- 

ng conditions. It is evident that deposition of multiple layers and 

atches with different hatch spacing significantly affect the tem- 

erature distributions and fusion zone geometry. The variations in 

emperature fields and fusion zone geometry also contribute to a 

ide variety of cooling rates and solidification parameters as de- 

cribed in the next section. 
13 
.3. Cooling rates and solidification parameters 

It is well understood that the temperature gradient, G, and the 

rowth rate of the solidification front, R, provide important infor- 

ation about the solidification morphology and the scale of mi- 

rostructure. Both can be derived from the transient temperature 

elds and can provide understanding of the conditions that govern 

he liquid-solid phase change. The product of G and R, GR, rep- 

esents the cooling rate, which largely determines the scale of the 

icrostructure. Also, the ratio G/R can provide information indicat- 

ng the solidification morphology. 

Both cooling rate and solidification parameters are affected 

y the transient variation in temperature during deposition, also 

nown as thermal cycle, which can be calculated using the heat 

ransfer fluid flow model. For example, thermal cycles for the de- 

ositions of Ti-6Al-4V and H13 steel are shown in Fig. 16 . In 

ig. 16 (a), the thermal cycle for a monitoring point within a sin- 

le hatch is shown. As the arc approaches the monitoring point in 

he first hatch of the first layer, the temperature rapidly increases 

o a peak temperature, and then the material cools and eventually 

olidifies. During the solidification from liquidus to solidus tem- 

erature latent heat release slows the cooling rate, corresponding 

ith a change in the slope of the cooling curve. When the mate- 

ial is liquid, both the peak temperature and cooling rate depend 

n the thermo-physical properties of the material and the process 

arameters. Comparing the thermophysical properties of liquid Ti- 
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Fig. 17. 3D, isometric view of the molten pool for (a) H13 and (b) Ti-6Al-4V. ‘A’ is a point on liquidus isotherm, ‘B’ is a point on solidus isotherm. Both points are on the top 

surface and at the trailing edge of the molten pool. L AB which is the distance between the two points ‘A’ and ‘B’ is used to calculate the temperature gradient between the 

liquidus and solidus isotherms. For both figures (a) and (b), the scanning direction is along the positive x-axis. (c) The cooling rate between liquidus temperature and solidus 

temperature variation with hatch spacing for 5-hatch 2-layer deposit of Ti-6Al-4V titanium and H13 steel. (d) The solidification parameters variation with hatch spacing for 

5-hatch 2-layer deposit of Ti-6Al-4V titanium and H13 steel. The temperature gradient was calculated for all cases during the 1 st layer, 2 nd hatch at 60.3 mm from start 

location. The process parameters are given in Table 3 . 
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Al-4V and H13 provided in Table 1 , both liquids have similar val- 

es of specific heat but Ti-6Al-4V has a much lower density. This 

eans that once melted, the same amount of input energy will 

eat the Ti-6Al-4V melt faster and lead to a higher peak temper- 

ture, as shown in Fig. 16 (a). For the same reason, the Ti-6Al-4V 

olten pool cools and solidifies more quickly than H13 for the 

ame amount of heat dissipating from the pool. Faster solidifica- 

ion in Ti-6Al-4V is enhanced by the liquid having a higher ther- 

al diffusivity than liquid H13, which indicates heat will dissipate 

ore quickly from the Ti-6Al-4V molten pool once the heat source 

s removed. 

In a multi-hatch, multi-layer deposition, each point experiences 

everal heating and cooling processes. These complex thermal cy- 

les during a two-layer, five-hatch H13 deposition are shown in 

ig. 16 (b) for a fixed point in the first hatch of the first layer. The

rst hatch of the first layer is similar to Fig. 16 (a), with the ma-

erial melting as the heat source approaches, then solidifying and 

ooling. In subsequent hatches on the first layer, the temperature 

ises as the heat source approaches the same x-axis location of the 

onitoring point, i.e., the same distance along the hatch. The peak 

emperature during subsequent hatches decreases as the hatches 

et farther away. Importantly, once the fifth hatch of the first layer 

s complete ( t ≈ 80 s), significant heating of the substrate and de- 

osit has occurred, as the temperature plateaus around 900 K and 

nly cools off slowly during the interlayer cooling time. Conse- 

uently, the temperatures during the second layer deposition are 

igher on average due to a substrate temperature that is effec- 

ively higher. By the end of the second layer, the temperature at 

he monitoring point is approximately 1200 K, showing significant 

eating has occurred and further explaining the trends of how pool 

ize varies with layer described in Fig. 12 . Due to the difficulty 

f measuring these temperature cycles in situ , a reliable numeri- 
14 
al model is an effective method to estimate the spatially variation 

f cooling rates and solidification parameters for WAAM processes. 

The temperature gradient (G) between liquidus and solidus 

emperature affects the driving force for heat transfer at the solid- 

fication front and can be used to calculate the cooling rate during 

olidification. G can be calculated as, 

 = 

T l − T s 

L AB 

(12) 

here T l is liquidus temperature, T s is solidus temperature and L AB 

s the distance between the locations of the liquidus temperature 

nd solidus temperature. Here, L AB is measured from the simula- 

ions at the mid-width of the molten pool along the top surface. 

his is shown in Fig. 17 (a) and (b) for H13 tool steel and Ti-6Al-

V respectively. For Ti-6Al-4V, the temperature difference between 

iquidus and solidus temperature is 50 K, much smaller than the 

40K difference for H13. Hence, L AB of Ti-6Al-4V molten pool is 

uch shorter, so the Ti-6Al-4V molten pool has a higher temper- 

ture gradient at the solidification front. For the same heat input 

f 514 J/mm, the L AB was 4.7 mm for Ti-6Al-4V, but 20.7 mm for 

13. 

The growth rate of the solidification front, R, at the top surface 

f the molten pool along the centerline is equivalent to the scan- 

ing speed. Therefore, the higher temperature gradient at the so- 

idification front in Ti-6Al-4V corresponds to a faster cooling rate 

uring solidification than H13, as shown in Fig. 17 (c). As evident 

rom Fig. 15 , larger hatch spacing results in smaller pool which so- 

idifies faster. Therefore, cooling rate during solidification increases 

ith the hatch spacing. For a constant travel speed, the G/R ex- 

ibits the same regular variation with hatch spacing as cooling 

ate, shown in Fig. 17 (d). The low value of G/R in multi-layer, 

ulti-hatch deposit indicates the liquid ahead of the solidifica- 
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[

[

ion will be supercooled and unstable plane front solidification 

ill occur [ 15 , 35 ]. That is to say, the solidification morphology

ill be dendritic or cellular, which is typical of additive manufac- 

uring. These results indicate that variations in cooling rate with 

atch spacing could affect the solidification microstructure. How- 

ver, the solidification front tends to deviate from plane front due 

o low values of G/R, so dendritic or cellular solidification will oc- 

ur throughout the build regardless of the hatch spacing or process 

arameter changes. 

. Summary and conclusions 

A computationally efficient numerical heat transfer and fluid 

ow model is developed to calculate the temperature and velocity 

elds, build geometry, cooling rates and solidification parameters 

or wire-arc additive manufacturing. Computed results are tested 

gainst experimental data for the deposition of H13 tool steel and 

i-6Al-4V alloys. Below are specific findings. 

1) Fluid flow inside the molten pool significantly affects the geom- 

etry of the fusion zone. For example, calculations neglecting the 

fluid flow resulted in an 21% and 4% decrease in the predicted 

deposit width for H13 tool steel and Ti-6Al-4V, respectively, un- 

der the process conditions used here. The importance of the 

fluid flow on heat transfer is consistent with the calculated high 

values of Peclet numbers of 268 for H13 tool steel and 135 for 

Ti-6Al-4V, both of which indicate that the convective flow is a 

dominant heat transfer mechanism inside the molten pool. 

2) Arc pressure is found to be the most influential factor control- 

ling the deposit height when compared to the other important 

factors of droplet impact force and Marangoni force. This is due 

to the arc’s tendency to push the liquid metal to the back of the 

molten pool which solidifies to form the 3D shape of the de- 

posit. Calculations neglecting the arc pressure resulted in about 

20% decrease in the predicted deposit height for both H13 tool 

steel and Ti-6Al-4V under the process conditions used here. 

3) For the same processing conditions, Ti-6Al-4V exhibits a larger 

fusion zone than that for H13 tool steel. This is attributed to 

the lower density of Ti-6Al-4V than that for H13 tool steel. 

However, H13 exhibits a larger mushy zone than that of Ti- 

6Al-4V owing to the larger difference between the liquidus and 

solidus temperature of H13. Larger mushy zone in H13 results 

in lower temperature gradients and cooling rates during solidi- 

fication than Ti-6Al-4V. 

4) Use of an adaptive grid algorithm significantly enhances the 

computational efficiency without affecting the calculation ac- 

curacy. Comparing with a conventional fixed grid, the adaptive 

grid reduced the total calculation time by more than 50% be- 

cause fine grids could be used only near the heat source where 

the spatial variation of temperature and other variables were 

maximum. The use of the adaptive grid allowed simulation of 

multi-layer, multi-hatch WAAM process in a computationally 

efficient manner. 

5) A smaller hatch spacing increased the overlap between the 

molten pool and the previously deposited track. In cases where 

the previously deposited tracks were still hot, the heat flow 

away from the molten pool was reduced. Therefore, a smaller 

hatch spacing resulted in a larger molten pool for both H13 tool 

steel and Ti-6Al-4V. Since larger molten pools cool and solidify 

slowly, cooling rate during solidification decreased at smaller 

hatch spacing. 
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