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A B S T R A C T

Previous research on the powder bed fusion electron beam additive manufacturing of Inconel 718 has estab-
lished a definite correlation between the processing conditions and the solidification microstructure of com-
ponents. However, the direct role of physical phenomena such as fluid flow and vaporization on determining the
solidification morphology have not been investigated quantitatively. Here we investigate the transient and
spatial evolution of the fusion zone geometry, temperature gradients, and solidification growth rates during
pulsed electron beam melting of the powder bed with a focus on the role of key physical phenomena. The effect
of spot density during pulsing, which relates to the amount of heating of the build area during processing, on the
columnar-to-equiaxed transition of the solidification structure was studied both experimentally and theoreti-
cally. Predictions and the evaluation of the role of heat transfer and fluid flow were established using existing
solidification theories combined with transient, three-dimensional numerical heat transfer and fluid flow
modeling. Metallurgical characteristics of the alloy’s solidification are extracted from the transient temperature
fields, and microstructure is predicted and validated using optical images and electron backscattered diffraction
data from the experimental results. Simulations show that the pure liquid region solidified quickly, creating a
large two-phase, mushy region that exists during the majority of solidification. While conductive heat transfer
dominates in the mushy region, both the pool geometry and the solidification parameters are affected by con-
vective heat transfer. Finally, increased spot density during processing is shown to increase the time of solidi-
fication, lowering temperature gradients and increasing the probability of equiaxed grain formation.

1. Introduction

Controlled solidification is important for the processing of nickel-
base superalloy Inconel 718 (IN718) to achieve superior mechanical
properties. However, traditional manufacturing processes often ne-
cessitate a choice between columnar and equiaxed grains for a single
part. For example, directionally solidified castings aim to create co-
lumnar or single-crystal alloys with exceptional high-temperature
properties while wrought alloys with equiaxed grains can be employed
at moderate operating temperatures [1,2]. Additionally, because
equiaxed grains are considered defects during directionally solidifica-
tion, control over the suppression of stray equiaxed grains during co-
lumnar grain growth is crucial to reliable directionally solidified parts.
Recent developments in powder bed fusion electron beam (PBF-EB)
additive manufacturing (AM) show the promise of pulsed melting
scanning patterns to both suppress or promote equiaxed grain forma-
tion during AM by controlling local processing parameters [3–7].

Combined with the geometric freedom that AM provides, these ad-
vances have potential to offer another level of design to engineered AM
parts [8].

Despite experimental advances that show control of IN718 micro-
structure through PBF-EB with pulsed melting scanning strategies,
transient and spatial variations during solidification make it a difficult
process to understand from a metallurgical perspective. For alloys un-
dergoing dendritic solidification, typical of AM, a columnar to equiaxed
transition (CET) occurs in response to changes in the solidification
parameters, such as local temperature gradients and the speed of the
solidification front. Building on theoretical understanding of the CET
from Hunt [9], Kurz et al. [10], and others [11,12], a significant
amount of research on a variety of materials has been done to correlate
processing parameters with the final grain structure. Specifically for
IN718, Raghavan et al. presented a qualitative correlation between
numerical models calculating heat conduction during processing and
actual microstructures formed during processing [13]. Other work used
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similar modeling for quantitative comparison between the predicted
and measured primary dendritic arm spacing [5,14]. For other widely
used AM alloys and scanning strategies, more aspects of the PBF-EB
process have been investigated. Notably, fluid flow and vaporization
were considered in a multi-physics model for PBF-EB [15] that was
applied by Thorsten et al. to calculate grain growth of Ti-6Al-4 V as a
function of various process parameters [16].

These efforts to understand grain growth in PBF-EB processing have
produced a conclusive link between processing parameters and micro-
structural features. Importantly, details of the heat source, such as
power and scanning strategy, have been shown to have a strong con-
nection to defects [16,17] and the direction of temperature gradients
and grain growth [18–20]. However, despite the understanding gen-
erated by previous research, the underlying role of the various physical
phenomena that determine solidification parameters, such as fluid flow
and vaporization, have yet to be specifically investigated for pulsed
melting PBF-EB AM.

These physical phenomena are important when determining the
appropriate processing parameters through either experiments or
through numerical simulations. It is well known in fusion welding and
laser processing applications that liquid metal flow is driven by gra-
dients in surface tension in the pool (i.e., Marangoni effect) and allows
for heat to be carried by fluid flow [21,22]. Driven by the Marangoni
effect, heat transfer by fluid flow could change the solidification para-
meters drastically. In laser-based powder bed fusion, it has been shown
that fluid flow reduces temperature gradients and decreases the peak
temperature within the molten pool for Stainless Steel 316 alloy [23].
Similar results were also shown for laser-based directed energy de-
position [24]. It is necessary to understand how these effects play a role
in PBF-EB of IN718, especially when models neglecting fluid flow are
used in literature [13,14,25,26] for ease of implementation and lower
computational costs.

This study investigates the role of fluid flow and vaporization during
the PBF-EB of IN718 alloy using a pulsed electron beam scanning
strategy that has been previously shown to offer localized control over
microstructure [3–7]. The impact of these phenomena on the solidifi-
cation microstructure of the alloy is investigated, specifically con-
sidering the evolution of the fusion zone geometry, and the spatially
and temporally dependent temperature gradients and solidification
growth rates. Temperature and velocity profiles and the resultant soli-
dification parameters are calculated numerically from a transient three-
dimensional heat transfer and fluid flow model. Furthermore, experi-
ments were conducted using PBF-EB of IN718 to help validate the
model results and to examine the effect of spot density during a pulsed
scanning pattern on the resultant solidification morphology. Micro-
structural morphology was determined through electron backscattered
diffraction (EBSD) imaging and the development of the resultant mi-
crostructure was explained by examining the predicted columnar-to-
equiaxed transition from corresponding numerical results.

2. Methods

2.1. Modelling of transient temperature and velocity fields

Heat transfer and fluid flow during PBF-EB processing was simu-
lated using an iterative solution of the equations for conservation of
mass, momentum, and energy in a transient three-dimensional form
[27,28]. Following the finite difference method, discretization of the
governing equations into control volumes formed the framework for the
calculations. In each iteration, the governing equations were solved
sequentially for enthalpy, 3-D velocity components, and pressure.
Hence, a solution was arrived at iteratively using the semi-implicit
method for pressure-linked equations (SIMPLE). This procedure is re-
peated for each time-step to produce transient solutions. The details of
the numerical methods used in this model are detailed thoroughly by
Patankar [29] and in earlier works for laser welding [27,28,30], so only

the aspects unique to this version of the model are discussed in detail.
Descriptions of the governing equations are provided in Supplement C.

To focus the scope of the study, several key assumptions are made in
this model.

1 The properties of the powder layer are taken to be the same as bulk
material. The powder layers in this study are approximately one to
two powder particles, because the layer thickness is 50 μm and
powder diameters are 45–105 μm. While powder bed thermal con-
ductivity can vary significantly from bulk properties [26], sintering
of the powder particles before each layer increases the thermal and
electrical conductivity of the powder bed by increasing particle-to-
particle and particle-to-substrate contact area [31].

2 Material emissivity is assumed to be constant.
3 For in-depth analysis of the physical phenomena involved, only the
melting from a single electron beam pulse is considered. Preliminary
simulations informed the appropriate initial and boundary condi-
tions for simulating this subset of the entire electron beam melting
process, shown in the supplementary material.

For modeling of a single electron beam pulse, the initial condition of
the domain is set to a specified temperature to replicate the preheating/
sintering step present in real PBF-EB systems, as well as to simulate
substrate heating during processing. In this study, experimental samples
were made, one with higher energy density and one with lower energy
density during processing using a pulsed electron beam scanning pat-
tern. Preliminary simulations showed that the lower energy density
allowed the region around each spot to cool down to near the build
chamber temperature (1273 K) between melting of neighboring spots.
In the case of the higher energy density, these simulations showed the
build area increased in temperature to nearly 1500 K. Therefore, an
initial domain temperature of 1273 K was used for the lower energy
density case and 1500 K for the higher energy density case.

Additionally, only a subset of the full build area used in actual
processing is simulated for validation against experimental data. This is
done to reduce computational complexity, as the influence of melting
far away from the region of interest does not affect results significantly
within the simulated time frames. The scanning pattern used is the
same as described in the experimental section, and no heat input is used
for any time the beam is located outside the simulated region of in-
terest. For all other analyses, only a single spot was simulated to
eliminate variability that may be introduced by the scanning pattern.

Table 1 presents further details about the simulation parameters,
with materials properties taken from literature [21,32,33]. Because the
layer thickness was of the same order of magnitude as the powder
diameter and the pool depth was much larger than the layer thickness,

Table 1
Material properties for Inconel 718 alloy [21,32,33].

Material property

Density 8.1 g/cm3

Dynamic viscosity 0.00531 Pa s
Solidus (TS) 1533 K
Liquidus (TL) 1609 K
Boiling point (TB) 3120 K
Latent Heat of Fusion 209.2 J/g
Surface tension ( ) 1820mN/m
d dT/ −0.37mN/mK
c T( )p + × × × ×T T J gK3.6 2.5 10 4.0 10 /6 8 2

c T( )p S 0.668 J/g K
c T( )p L 0.728 J/g K
k T( ) × + × × × ×T T W m K5.6 10 2.9 10 7.0 10 / .1 2 6 2

k T( )S 0.292W/mK
k T( )L 0.296W/mK
Liquid viscosity 0.0531 g/cm s
Emissivity 0.5
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the density in the growing layer was approximated as that of the liquid.
A flat-surface approximation was made for the top surface of the sub-
strate, because peak temperatures were shown to be below the boiling
temperature of 3120 K and no keyhole should form. Therefore, surface
deformation is expected to be minimal.

2.1.1. Electron beam characteristics
Simulation of PBF-EB requires the definition of a number of para-

meters, starting with the characteristics of the electron beam that de-
termine the size and intensity of the heat source. From electron beam
welding literature [34], the electron range, the distance where 99% of
the electron beam’s energy is absorbed, is defined as,

× < <S U2.1 10 for 10 kV UB 100kVB12
2

(1)

Material density ( , g/cm3) and accelerating voltage (UB, V) are
considered constant. Using material property values provided in
Table 1 and process parameters in Table 2, the electron range (S, cm) is
approximately 9.3 μm.

Absorbed volumetric power density varies with depth non-linearly
throughout the electron range. This can be approximated by the em-
pirical relation [34],

=p z
p

h
z
S

( ) 1 9
4

1
3d

A max,
2

(2)

Here, the maximum power intensity (pA max, , W/cm2) is taken as the
total input power, after all energy losses are included, divided by the
incident beam area. Depth-varying power density (pd, W/cm3) varies
with the depth from the surface of the workpiece (z, cm) compared to
the electron range (S, cm) and the height of the discrete volume being
considered (h, cm).

The power density also varies radially, and due to a lack of ex-
perimental characterization it is approximated as a Gaussian beam.
Therefore, the input power density can be fully described as,

=p r z p z e( , ) ( )V d
r r/ B

2 2
(3)

The depth-varying volumetric power density (pd, W/cm3) is multi-
plied by a function of the distance from the center of the beam (r , cm)
divided by the radius of the beam r( B, cm) to obtain the input power
density (pV , W/cm3).

2.1.2. Energy losses and vaporization
Multiple sources of energy loss are considered in calculating the total

absorbed power by the volumetric heat source. During PBF-EB processing,
metal vapor has been shown to form in sufficient quantities capable of
creating metallic films on surfaces in the build chamber [3]. In a high
vacuum, the electron beam would travel unimpeded, but due to interac-
tions with metal vapor some beam current will be lost [35] and the beam’s

focal point will shift closer to the lens causing the incident beam diameter
to increase [36]. Within the PBF-EB system used, there is no quantitative
understanding of the beam-vapor interaction, nor of the effect of the focus
coil current on beam diameter. Therefore, the model used in this work
takes into account a more diffuse beam by considering the beam diameter
to be 400 μm, two times larger than the approximate diameter of the fully
focused electron beam. Furthermore, energy lost from backscattered
electrons is taken to be 30% of the total power incident to the substrate,
based on the alloying elements present in IN718 [34].

The material surrounding the domain side and bottom surfaces is
taken to be IN718 alloy at 1273 K for the low energy density case and
1500 K for the high energy density case. Heat loss from these domain
walls is calculated by heat conduction from boundary-adjacent cells to
the boundary cells. Radiative heat loss was assigned to the top surface
boundary based on the top-surface temperature and a temperature-in-
dependent emissivity value was approximated as 0.5 [33]. Finally, based
on the temperatures in the molten pool, the partial equilibrium vapor
pressures for each alloying element were calculated [37] and applied to a
variation on the Langmuir equation to calculate the vaporization mass
flux [22,38]. Combining the vaporized mass flux with the heat of va-
porization results in an equation for heat loss from the surface [39]:

=
=

H H P A
T

44.33loss
i

n

i i
i

1 (4)

In the above equation, the total heat flux (Hloss, cal/s. cm2) is the
sum of the heat flux for each of the n elements within the alloy. For an
element i, heat flux is calculated from the equilibrium vapor pressure
(Pi, atm), the atomic weight (Ai, g/mol), the heat of vaporization ( Hi,
cal/g), and the temperature at the given location (T , K). The constant
provides for the appropriate unit conversions. Table 3 presents material
properties used for calculating vaporization heat loss [37,40].

Table 2
Simulation parameters.

Parameter

Powder material IN718
Beam current 20mA
Beam voltage 60 kV
Beam radius 400 μm
Time Beam On 0.25ms
Layer thickness 50 μm
Substrate thickness 0.5 mm
Number of layers 1
Cooling time at end 200.0ms
Time step 0.0625ms
Control volume size in fine-meshed region 10 μm (X)×10 μm (Y)× 10 μm (Z)
Domain size (single spot) 2.5 mm (X) × 2.5mm (Y) × 0.55mm (Z)
Domain size (multiple spots) 5.0 mm (X) × 3.5mm (Y) × 0.55mm (Z)

Table 3
Composition of Inconel 718 and parameters for vaporization heat loss con-
sidered in the model. The chemical composition was taken from the ranges
provided by the manufacturer [40] and physical data for Inconel 718 literature
[37].

Element Quantity (wt. %) Boiling point (K) Heat of vaporization (kJ/mol)

Ti 0.90 3558 425.8
Al 0.50 2793 290.9
Fe 16.85 3133 340.4
Cr 19.0 2945 342.1
Ni 52.5 3183 374.3
Mn 0.35 2333 231.1
Cu 0.30 2833 304.8
Si 0.35 3543 384.8
Mo 3.05 4883 590.3
Nb 5.20 5013 683.7
Co 1.00 2930 375.0
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Composition is taken from allowable ranges of IN718 alloy, as specified
by the manufacturer.

2.2. Solidification calculations

The transient temperature distribution within two-phase region,
commonly referred to as the mushy zone, must be examined to de-
termine temperature gradients, solidification front velocities, and de-
rivative solidification parameters. From the single pool simulation,
extracted values for both the temperature gradients and solidification
rates at the solid/mushy interface are used to calculate other important
solidification parameters that determine microstructural features. The
temperature gradient is taken as the average gradient in the mushy
zone, because the temperature gradient was shown to have a constant
spatial gradient of temperature within the mushy zone during simula-
tions. This reduces the effects of mesh-size when taking gradients across
small distances at an interface. As the model is at the continuum-scale,
individual dendrites are not simulated and the solidification growth
rate is approximated as the change in position of the solid/mushy in-
terface every time-step. Because the spatial gradient of temperature is
constant across the mushy zone in the simulations presented here, it is
also assumed that solidification growth rates are constant across the
mushy zone such that the solid/mushy interface velocity is a re-
presentative value for the entire region. For notation, in the radial di-
rection along the top-surface, the radius of the molten pool’s solid/
mushy interface is rS. In the depth direction, along the centerline down
through the pool, the depth of the solid/mushy interface is dS. The
temperature gradient (G) and the solidification front velocity (R) along
the radial direction are therefore noted as Gr and Rr, and as Gd and Rd
along the depth centerline. The derived solidification parameters GR
and G/R were obtained from the computed transient temperature field.
The instantaneous cooling rate, GR, represents the cooling rate at the
solid/mushy interface at a particular time, and the parameter G/R de-
termines the microstructural morphology.

Alloys with several alloying elements, such as IN718, typically have
large solidification ranges. This leads to an undercooled region which
either propagates stably as a planar front or unstably as cellular or
dendritic structures [10,41]. The constitutional supercooling criterion
states that the solidification front will be unstable if the following
condition is met:

<G R T D/ /eq L (5)

The ratio of temperature gradient (G, K/m) and the solidification
front velocity (R, m/s) is compared to the ratio of the solidification
range of the alloy (ΔTeq, K) and the solute diffusivity in the liquid (DL,
m2/s). The diffusivity of niobium in liquid nickel is assumed to be a
representative solute diffusivity. Data in Table 4 from the literature
suggest that the solidification morphology of IN718 in PBF-EB proces-
sing was either cellular or dendritic depending on the processing con-
ditions [3,13,21,42,43].

For dendritic solidification, it is possible to have either epitaxial
columnar grain growth from the solidification front or equiaxed grains
nucleating ahead of the solidification front. The determination of the
columnar to equiaxed transition (CET) has received detailed treatment

[9,12,44], so only an abbreviated summary is reproduced here. For
temperature gradients and solidification rates typically reported in PBF-
EB [6,21], the thickness of the region where equiaxed grains can form
ahead of the solidification front is necessarily small. Therefore, the
nuclei density dominates equiaxed grain formation and the role of
nucleation undercooling on equiaxed dendrite growth can be neglected
[9]. In all cases, the undercooling of the dendrite tip drives the den-
dritic growth. To avoid solving concentration fields and to determine
the exact constitutional undercooling around the dendrite tip, an em-
pirical relation is commonly used [12]:

=T a V( ) n1/ (6)

Here, the undercooling of the dendrite tip (ΔT, K) is related to the
dendrite tip velocity (V, m/s) and the material-dependent parameters a
and n. The parameter a is a scaling factor associated with the amount of
undercooling needed to induce the CET in the alloy. The parameter n is
a constant that is taken from the slope of the CET curves of a solidifi-
cation map. To compute both a and n from a solidification map, it is
necessary to consider geometric arguments proposed by Kurz et al. [45]
which necessitate that a critical temperature gradient exists for fully
equiaxed grain growth,

=G N Tc 0
1/3 (7)

Here, the critical temperature gradient (Gc, K/m) is related to nuclei
density (N0, m−3) and undercooling (ΔT, K) by equating the length of
the undercooled zone and distance between two nuclei. This corre-
sponds to the temperature gradient where equiaxed grains will fully
block columnar grain growth.

Once the empirical constants have been calculated, the volume
fraction of the equiaxed grains must be determined to know if there is
sufficient equiaxed grain nucleation to block columnar growth. First,
the radius of the equiaxed grains is obtained by integration of the
dendrite tip velocity over time:

=r Vdt
t

0 (8)

This can be related to dendrite tip undercooling, temperature gra-
dient, and dendrite tip velocity by assuming steady-state growth for
equiaxed dendrites:

=d T dt VG( )/ (9)

The change in dendrite tip undercooling (ΔT, K) over time is
equivalent to the negative value of dendrite tip velocity (V, m/s) mul-
tiplied by temperature gradient (G, K/m). Combining Eqs. (6)–(9) and
integrating allows for the relation of G and V with equiaxed grain ra-
dius:

=
+

G
n r

aV1
1

1 ( ) n1/
(10)

Assuming a spherical shape and using the concept of extended vo-
lume fraction with the Avrami equation allows for the volume fraction
of equiaxed grains, , to be calculated:

= r N1 exp 4
3

3
0 (11)

Finally, combining Eqs. (10) and (11) allows for the volume fraction
of equiaxed grains produced during solidification to be related to the
primary solidification parameters and material-dependent parameters.
This leads to the equation presented by Gäumann et al. [12]:

=
+

G
V

a
n

N1
1

4
3 ln(1 )

n
n

0
1
3

(12)

As proposed by Hunt [9], < 0.0066 is considered fully columnar
growth and > 0.49 is considered fully equiaxed growth. This can be
used to calculate critical values of Gn/V for determining grain

Table 4
Parameters for solidification plane front stability during PBF-EB of Inconel
718.

Parameter

DL (Nb in liquid Ni) [42] 3.0× 10−9m2/s
ΔTeq for IN718 76 K
Typical G [3,13,21] 105–106 K/m
Typical R [3,13,21] 10−3–10−1 m/s
Typical G/R 106–109 K s/m2

G/R for plane front stability > 2.5× 1010 K s/m2
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morphology. The dendrite growth rate (V) is assumed to be the same as
the solidification front velocity (R) for simplicity. Nastac et al. devel-
oped a solidification map of IN718 for casting of thin-walled parts [46],
which includes similar temperature gradients and solidification growth
rates used in PBF-EB processing. Combining this with Eqs. (6)–(12), the
constants required to use these methods are derived as =n 2,

=a K s m4.5 /2 , and = ×N m2.65 100
14 3. Further details of these cal-

culations are provided in Supplement B. Therefore, the condition for
fully equiaxed grains formation is < × K s m6.98 10 /G

R
9 2 32

and the con-

dition for fully columnar grain formation is > × K s m1.52 10 /G
R

11 2 32
. In-

between these two regions, mixed columnar/equiaxed grains should be
observed.

2.3. Experimental methods

To fabricate the experimental samples, a PBF-EB additive manu-
facturing system (Arcam® S12) at the Manufacturing Demonstration
Facility (MDF) in Oak Ridge National Laboratory (ORNL) was used. Gas
atomized IN718 powder (-106/+ 45 μm) was used to fabricate the
samples. The samples were produced using a spot melting pattern de-
scribed by Raghavan et al. [13]. Instead of the typical line-based
scanning pattern, the beam rapidly pulsed to melt individual spots
across a 20mm x 20mm build area. Using this method with a layer
thickness of 50 μm, cubes with a side length of 20mm were built.
Distance between neighboring spots controls the energy density for a
particular area, therefore spot densities of 16 spots/mm2 and 36 spots/
mm2 were used to obtain lower and higher energy densities, respec-
tively. The entire area was covered in multiple passes, with spots in the
same pass being in a grid with 3.0 mm between them in the horizontal
direction (x-axis) and 1.5 mm in the vertical direction (y-axis). When 16
spots/mm2 were used, the grid for each sequential pass was shifted
250 μm horizontally, and on every twelfth pass the grid shifted verti-
cally 250 μm, repeated until the entire build area was covered. When
using 36 spot/mm2 the horizontal and vertical shifts were 170 μm.

These parameters were chosen based on earlier work by Raghavan et al.
[5,13] to obtain columnar and equiaxed grain structures. To fabricate
the samples, a beam current of 20mA and beam diameter of 400 μm is
used. It is noted that the beam diameter is supplied by the manufacturer
and was not able to be experimentally verified. At each spot in a layer,
the electron beam is turned on for 0.25ms before moving to the next
spot. Experimental characterization of other systems has shown that the
beam diameter is sensitive to a number of machine parameters and
varies depending on which machine is used [47].

After the build was completed, sections were taken through the
middle planes of the samples, perpendicular to the top-surface of the
sample. Sections were polished, then examined using optical and
scanning electron microscopy. Electron beam backscatter diffraction
(EBSD) was used to inspect the grain orientation of the sections to show
typical grain morphologies.

3. Results and discussion

3.1. Evolution of pool geometry and temperature field

To validate model results against experiments, the spot scanning
pattern described in the Experimental Methods section was simulated
using parameters in Table 2. A section of the resulting temperature
fields is shown as overlaid spots on the observed results in Fig. 1a. The
liquidus (1609 K) and solidus (1533 K) contours are overlaid for each
spot to show the scanning pattern and consistency with the experi-
mental results. Zooming in on a single molten pool in Fig. 1b, good
agreement is seen between the shape and size of the simulated results
and the experiment, with nearly an exact match in the pool width and
length compared to the experiment. Fig. 1c shows a transverse section
of the same sample, with simulation results overlaid for a single spot.
The solidus isotherm for IN718 shows a penetration depth matching the
observable pool boundaries. Increasing the density of spots to 36 spots/
mm2 caused the individual pools to merge together, such that pool
geometries were not visible via optical microscopy, making it infeasible

Fig. 1. Simulated molten pool shapes overlaid
on optical images of the columnar-grained
sample using the parameters for multiple spots
in Table 3. (a) Multiple molten pool boundaries
overlaid to show overlap between pools and
elongated pool shape. (b) Closer view of region
bound by dotted box with isotherms denoting
the largest pool geometry formed at that spot.
(c) Transverse section of the XZ plane with
overlaid solidus isotherm corresponding to
observable pool boundaries.
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to validate in a similar fashion. Optical images of all experimental re-
sults and a simulation video showing pool merging are available in the
supplemental material.

Visualizing the development of a single spot within a spot-melting
pattern provides a starting point to understand the melting and solidi-
fication process. Fig. 2 depicts a simulated pool that rapidly develops
during 0.25ms of being exposed to a stationary electron beam, which
then cools after the beam is turned off. The large temperature gradients
generated by the focused electron beam resulted in large surface ten-
sion gradients that caused fluid velocities on the surface of the pool to

reach values upwards of 250 cm/s due to the Marangoni effect. Large
radial velocities aided rapid radial expansion of the pool, while pool
growth was relatively slow in the depth-direction, showing the im-
portance of heat transfer by convection in determining the development
of the pool geometry.

Due to the influence of these radial velocities, the transient size and
shape of the molten pool are affected by fluid flow. Fig. 3 shows the
comparison of the pool radius (rs) and the pool depth (dS) over time for
simulations with and without fluid flow. These results show that the
effect of fluid flow also has an influence on the rate at which the pool

Fig. 2. (a–h) Transient temperature and velocity fields during the melting of a single spot using the parameters in Table 3 and an initial substrate temperature of
1273 K. (a–d) Heating during 0.0-0.25ms (e–h) Cooling of the spot. All images use the same temperature contours and velocity vector scale, shown at the top of the
figure.
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solidifies. Fluid flow caused the pool to solidify completely approxi-
mately 0.5ms earlier than if fluid flow is ignored, which is 10% of the
total cooling time. This means that the solidification rate of the pool
will be lower if fluid flow is ignored during simulations.

Furthermore, the effect of fluid flow can also be seen in the spatial
variation of the temperature, shown in Fig. 4. During heating, the tem-
perature near the middle of the pool is approximately 100 K lower when
considering fluid flow, Fig. 4a, than when ignoring fluid flow, Fig. 4c.
This indicates again that heat is being carried away from the center by
fluid convection, and also has implications during calculations of radia-
tion heat loss and vaporization heat and mass losses. IN718 has a boiling

point of approximately 3120 K, so an increase of peak temperature from
2900 K to 3000 K can have a significant effect on the vapor pressure of
alloying elements above the molten pool. Enhanced vaporization heat
losses combined with increased radiation heat losses due to this 100 K
increase in peak temperature resulted in 10% less power being absorbed
into the material overall, even though peak temperatures were higher.
Additionally, the slope of the temperature contours during cooling while
considering fluid flow, Fig. 4b, are less steep than during cooling while
ignoring fluid flow, Fig. 4d. Therefore, ignoring fluid flow increases the
spatial gradient of temperature.

The simulated development of the liquid/mushy interface and
mushy/solid interface is shown in Fig. 5. It shows the distance from the
center of the pool to the liquid/mushy interface (rL), from the center of
the pool to the mushy/solid interface (rS), and the thickness of the
mushy region (tM) during the same single pool simulation presented in
Fig. 2. Notably, the single-phase liquid region cools rapidly compared to
the mushy zone, which leaves the entire molten pool containing a two-
phase solid-liquid region for a majority of the solidification. This phe-
nomenon occurs due to a number of factors. Firstly, because tempera-
ture gradients decrease over time, surface tension varies less across the
molten pool and the driving force for Marangoni flow is reduced. In-
creased viscosity in the mushy region also contributes to reduced fluid
flow, so consequently, heat transfers more slowly once the single-phase
liquid has cooled completely to the two-phase region. Secondly, though
a large amount of heat is put into the system in a short period of time,
the latent heat released from the solidification of the alloy is significant.
The raw input power of 1200W, or 900W after backscattering losses,
leads to approximately 225mJ of energy deposited into the substrate
during the 0.25ms of melting. This results in a maximum pool volume
of 3.33× 10−5 cm3 during the simulation for Fig. 2. With IN718 having
a density of 8.1 g/cm3 and a latent heat of fusion of 209 J/g, roughly
60mJ of energy was released during the solidification of the alloy. This
was approximately 25% of the total energy input by the electron beam,
so it was a significant amount of heat energy that contributed to slowed
solidification through the mushy zone.

Fig. 3. Development of pool radius (rS) and pool depth (dS) over time for a
single spot simulated using parameters in Table 3 and an initial substrate
temperature of 1273 K. Inset figure shows schematic of the liquid metal pool
(L), mushy zone (M), and solid metal (S). A comparison is made between results
with fluid flow (black lines) and results only considering thermal conduction
(red lines). X-axis starts at 0.25ms, when the beam is turned off (For inter-
pretation of the references to colour in this figure legend, the reader is referred
to the web version of this article).

Fig. 4. Simulated transient temperature pro-
files on the top-surface of the molten pool for
the results shown in Fig. 2, a single spot si-
mulated using parameters in Table 3. (a)
Heating and (b) cooling for simulations with
fluid flow. Similarly, (c) heating and (d)
cooling for simulations without fluid flow. The
x-axis begins at the center of the pool
(x= 0.125 cm) for all plots.
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To help quantify the influence of fluid flow and see how it changes
with time, the Péclet number (Pe) was used. It is a dimensionless ratio
between the heat transferred by convective fluid motion and the heat
transferred by thermal conduction. If Pe is much greater than unity,
than fluid flow is a significant contribution to heat transfer within the
system. The Péclet number is defined as [48],

=Pe V rmax S

th (13)

where rS is the radius from the center of the pool to the mushy/solid
interface, Vmax is the maximum velocity in the pool, and th is the
thermal diffusivity inside the pool. Fig. 6 indicates that >Pe 10 until
approximately 1.5ms after the beam is turned off (i.e., time= 1.75ms).
In this time period where Pe is high, the velocity dominates the changes
in the Péclet number, as it changes orders of magnitude from 100 cm/s
to 10 cm/s in less than one millisecond. In the same time period, the
radius of the pool only decreases from 0.5 cm to 0.4 cm, which is less
drastic of a change. The single-phase liquid region vanishes shortly after
1ms, so convective heat transfer by fluid flow plays a significant role in
heat transfer for the entire time when the single-phase liquid is present.
Once the single-phase liquid cools into the two-phase region, the Péclet
number is on the order of unity which means fluid flow is not the
dominant mechanism of heat transfer during the cooling of the mushy
zone. This analysis suggests that convective heat transfer is the domi-
nant mechanism of heat transfer within the liquid pool. When the
single-phase liquid region is replaced by the two-phase mushy zone

during solidification, the role of convective heat transfer decreases
progressively and heat conduction becomes important. The role of
different modes of heat transfer need to be examined for every alloy
system, since the thermophysical properties of the alloy such as the
thermal conductivity, specific heat, the temperature coefficient of in-
terfacial tension, and the temperature range of solidification strongly
depend on the specific alloy.

3.2. Temporal variation of solidification parameters

Fig. 7 shows simulated values of G and R along the top-surface ra-
dial direction (Gr, Rr) compared to G and R along the depth-direction
(Gd, Rd). Shown in Fig. 7a, the temperature gradient is much greater in
the depth-direction. As heat is primarily carried in the radial direction
by fluid flow, the temperature gradient in Gr is decreased compared to
the depth-direction where fluid flow does not cause as vigorous mixing
between the top and bottom of the molten pool. In Fig. 7b, the rate of
solidification in the radial direction, Rr, is higher than in the depth-
direction direction, Rd, for the same reason, because with radial fluid
flow the material can dissipate heat more quickly. There is also a sig-
nificant transient effect on the solidification parameters. Similar to
what has been shown previously in laser spot welding [49], the tem-
perature gradients decrease steadily over time and the solidification
rate initially decreases followed by an increased rate as the pool
shrinks. In the case of Gr, there is an order of magnitude change be-
tween the beginning and the end of solidification due to the dropping
temperature inside the molten pool as solidification progresses.

Fig. 5. Depiction of the radius of the solidus isotherm (rS), liquidus isotherm
(rL), and the width of the mushy zone (tM) for the simulation of a single-spot
using parameters shown in Table 3 and an initial substrate temperature of
1273 K. X-axis starts at 0.25ms, when the beam is turned off.

Fig. 6. Peclet number (Pe), maximum velocity (Vmax), and pool radius (rS)
during the heating and the cooling of a single spot, using parameters from
Table 3 and an initial substrate temperature of 1273 K. X-axis starts at 0.25ms,
when the beam is turned off.

Fig. 7. Solidification parameters from the simulation of a single spot, using
parameters in Table 3 and an initial substrate temperature of 1273K. (a)
Transient temperature gradients, G, at the solidus isotherm and (b) solidifica-
tion front velocity, R. The inset diagrams in each figure depict the subscript
notation. X-axis starts at 0.25ms, when the beam is turned off.
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These changes in G and R lead to significant changes in the derived
solidification parameters. Within the first millisecond of cooling after
0.25ms of melting, the instantaneous cooling rate at the solid/mushy
interface, GR, goes from 105 K/s to 104 K/s, as shown in Fig. 8a. This
time period corresponds with the presence of the single-phase liquid
region and dominance of convective heat transfer. G/R and G2/R are
also affected, and these changes are discussed in terms of the solidifi-
cation morphology and CET.

3.3. Solidification morphology

From Eq. (12), it is clear that the CET is sensitive to G2/R, so the
transient aspect of the solidification parameters G and R have potential
to induce CET during the solidification of molten pool. As noted earlier,
G decreases by an order of magnitude throughout the solidification of a
single melted spot, while R only increases by a fraction of an order of
magnitude. This ultimately means that G2/R should decrease over time,
meaning a transition from columnar to equiaxed dendrite morphology
is possible.

The values of G/R shown in Fig. 8b satisfy the constitutional su-
percooling criteria in Eq. (5) for cellular/dendritic solidification mor-
phology to form during solidification. Experimental results showed
dendrites in both samples, supporting these calculations. Calculation of
G2/R by Eq. (12) enables calculation of temporal variation in equiaxed
or columnar dendrite formation. First, the influence of fluid flow is
shown in Fig. 9a for the simulation of the lower energy density sample.

The magnitude of G2/R is a factor of approximately three times higher
when fluid flow is ignored, due to fluid flow’s previously discussed
influences on the temperature gradient and solidification rates. Ad-
ditionally, the solidification varies temporally, affecting the spatial
distribution of probable equiaxed dendrites when fluid flow is ignored.
These differences are significant because the processing window for
PBF-EB lies near equiaxed transition [6], so in cases where equiaxed
grains should be suppressed ignoring fluid flow could change predicted
microstructures.

Fig. 9b shows the simulated results of G2/R for the two samples
analyzed by EBSD in Fig. 10. The increased spot density for the sample
showing equiaxed dendrites increases the amount of heat put into a
certain unit area, and therefore increases the accumulated heat in the
surrounding substrate. From the simulations, time for a single spot to
solidify increases by an order of magnitude when increasing the tem-
perature of the substrate from 1273 K to 1500 K. This significantly af-
fects both the temporal variation in temperature gradients and solidi-
fication rates and changes the solidification morphology from columnar
to be either mixed or equiaxed morphology. When the material sur-
rounding the molten pool increases in temperature, the overall tem-
perature gradients and G2/R decrease such that equiaxed grains are
more likely to form due to a larger undercooled region. Additionally,
the much longer solidification time means that there is potential for
multiple spots to join together when processing a part via PBF-EB,
creating larger pools with lower temperature gradients and an in-
creased likelihood to form equiaxed grains as shown by Plotkowski

Fig. 8. Derived solidification parameters from simulation of a single spot using
parameters from Table 3 and an initial substrate temperature of 1273 K. (a)
Cooling rates, GR, at the solidus isotherm, calculated by multiplication of G and
R. (b) Values of solidification parameter G/R, calculated by the quotient of G
and R. X-axis starts at 0.25ms, when the beam is turned off.

Fig. 9. Transient variation of the CET parameter, G2/R, during solidification of
a single molten pool, calculated from Gr and Rr. (a) Comparison of the para-
meters with and without fluid flow. (b) Simulations with fluid flow and initial
temperature of 1273 K are compared to simulations with an initial temperature
of 1500 K to simulate the low and high input energy density samples, respec-
tively. X-axis starts at 0.25ms, when the beam is turned off.
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et al. [14]. This conclusion is supported by observed experimental re-
sults in Fig. 10 and clarifies the temporal and spatial variations of si-
milar results by Raghavan et al. [13] that showed increasing the tem-
perature of the substrate had an influence on the CET of IN718. Even
within a single, small pool, the transition from columnar to equiaxed
dendrites can occur, exposing the complexity that may occur when
melting multiple spots in complex scanning patterns. Understanding
these basic phenomena helps enable future research in understanding
the role of fluid flow in more complex scenarios.

Substrate heating in the simulations makes the mechanism behind
the differences in the experimental samples presented in Fig. 10a and d
clear. In Fig. 10a, elongated columnar grains can be seen to grow across
multiple layers, as each layer is only 50 μm thick. Some smaller grains
can be seen, which are likely a mix of out-of-plane columnar grains and
stray equiaxed grains. The pole map in Fig. 10b shows an oriented
texture, as columnar grains are aligned with the building direction.
These grains are confirmed to be oriented columnar grains by the pole
map in Fig. 10c, which was taken from a perpendicular section and
shows orientation rotated by 90 °. As observed in Fig. 9b, the end of
solidification falls into the region of mixed columnar/equiaxed dendrite
morphology, so it is predicted that there will be some equiaxed grains in
this case. Comparatively, there are relatively few elongated and or-
iented grains in Fig. 10d, showing that many more unoriented equiaxed
dendrites formed during solidification. Because equiaxed grains form in
the bulk liquid, they are not necessarily oriented with the temperature
gradient like columnar, epitaxial grains. The pole map in Fig. 10e shows
a reduction in the orientation with<001> compared to Fig. 10b,
confirming that there is an increase in misoriented, equiaxed grains.
Fig. 10f confirms this, showing an increased amount of misorientation
persists in a plane perpendicular to the pole map in Fig. 10e. Seeing
both oriented and misoriented grains in the same sample indicate that
the solidification morphology was mixed equiaxed and columnar den-
drites. This supports the simulated results of Fig. 9b, which show that a
majority of the solidification goes through the mixed morphology

region. Because of interruption by equiaxed grain growth, the columnar
grains are much shorter than those seen in Fig. 10a and are not as
obvious solely from looking at the orientation map. For this reason, pole
maps are an important tool in determining the grain morphology that
occurs during solidification of AM alloys. The work presented in this
paper shows that the solidification parameters responsible for the
morphology of grains change with time, which can result in CET even
on a very short timescale.

4. Summary and conclusion

Solidification characteristics of IN718 alloy by electron beam ad-
ditive manufacturing were investigated experimentally and theoreti-
cally. The key conclusions are summarized below.

1 Experimentally observed changes in solidification from a columnar
morphology to a mixed columnar and equiaxed morphology were
explained theoretically. Increased cooling times and decreased
temperature gradients occur when increasing input energy density,
which leads to the columnar-to-equiaxed transition.

2 Mixed columnar and equiaxed dendritic solidification morphology
can occur even within a small molten region and short timescale.
Experiments showed that in the mixed morphology solidification,
columnar grains oriented with the build direction still form, how-
ever they are shorter and rarely grow epitaxially through layers like
when solidification morphology is mainly columnar.

3 The liquid region solidifies much more quickly than the two-phase
mushy zone and for most of the solidification, the molten pool
consists solely of the mushy zone. However, fluid flow in the short-
lived single-phase liquid region is shown to influence resultant pool
geometry and solidification parameters.

4 Despite the small length scale there are noticeably different solidi-
fication conditions in the middle of the pool compared to the edge.
The center of the molten pool experiences lower temperature

Fig. 10. EBSD results for the experimental specimens. (a–c) 16 spots/mm2 sample: (a) orientation map for the XZ-plane through the middle of the sample; (b) (001)
pole map for the XZ-plane plane shown in (a); (c) (001) pole map for XY-plane perpendicular to the build-direction. (d–f) 36 spots/mm2 sample: (d) orientation map
for the XZ-plane through the middle of the sample; (e) (001) pole map for the XZ-plane plane shown in (d); (f) (001) pole map for XY-plane perpendicular to the
build-direction.
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gradients and higher solidification rates, such that it becomes more
conducive to equiaxed grain formation than near the edges of the
pool.

5 Increasing the initial temperature of the powder bed decreases
temperature gradients and solidification growth rates, increasing
the probability of equiaxed grain formation. Increasing input energy
density consequently increases the temperature of the powder bed
and pushes solidification morphology towards being more equiaxed.
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