Mitigation of thermal distortion during additive manufacturing
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Abstract

Additively manufactured parts are often distorted because of spatially variable heating and cooling. Currently there is no practical way to select process variables based on scientific principles to alleviate distortion. Here we develop a roadmap to mitigate distortion during additive manufacturing using a strain parameter and a well-tested, three-dimensional, numerical heat transfer and fluid flow model. The computed results uncover the effects of both the key process variables such as power, scanning speed, and important non-dimensional parameters such as Marangoni and Fourier numbers and non-dimensional peak temperature on thermal strain. Recommendations are provided to mitigate distortion based on the results.
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Laser assisted additive manufacturing (AM) process produces ‘near net shape’ parts from a stream of alloy powders in a layer-by-layer manner for use in medical, aerospace, automotive and other industries [1,2]. The parts undergo repeated spatially variable heating, melting, solidification and cooling during AM [3,4]. Due to the transient heating and cooling, the fabricated parts exhibit thermal distortion [5–10]. Thermal distortion results in dimensional inaccuracy and adversely affects performance of the fabricated parts[11]. Previous work has shown that increase in net heat input [7] and reduction in dwell time [8] between deposition of successive layers can increase thermal distortion. It is also known that the alloy properties, the deposit and substrate dimensions, the laser scanning pathway, the hatch spacing between layers and the heating and cooling conditions significantly affect thermal distortion [9,12,13].

The existing AM literature does not provide any guidance for selecting process variables to minimize thermal distortion. A quantitative understanding of the effects of process variables on thermal distortion and a practical means to mitigate this problem based on scientific principles are needed but not generally available.

We have recently shown that thermal distortion is related to a strain parameter, \( \varepsilon \) [5]:

\[
\varepsilon = \beta \frac{\Delta T t}{E I} \frac{H^{1/2}}{F_s / \rho}
\]

where \( \beta \) is the volumetric coefficient of thermal expansion, \( \Delta T \) is the maximum rise in temperature during the process, \( E \) is the elastic modulus and \( I \) is the moment of inertia of the substrate, the product, \( EI \), is the flexural rigidity of the structure, \( t \) is the characteristic time, \( H \) is the heat input per unit length, \( F_s \) is the Fourier number and \( \rho \) is the density of the alloy powder. Fourier number is the ratio of the heat dissipation rate to heat storage rate. The temperature rise and the Fourier number are both calculated using a well-tested heat transfer and fluid flow model [3,4]. The model solves the equations of conservation of mass, momentum and energy to provide three dimensional transient temperature and velocity fields as well as the shape and size of the molten pool [3,4]. Since the model and its applications are described in detail in the literature [3–5], they are not repeated here.

Fig. 1 shows the computed temperature and velocity fields, and the shape and size of molten pools for three alloys during the deposition of the second layer. The thermo-physical properties of the alloys [14] used for the calculations are presented in Table 1. Each color band in Fig. 1 represents a temperature range as shown in the legend. The melt pool is indicated by the red colored region where the temperature is above the liquidus temperature of the alloy. Likewise, the region where the temperature reaches between the solidus and liquidus temperature is indicated by the green color. The computed velocity fields result from the spatial gradient of surface tension on the surface of the molten pool, also known as the Marangoni stress. A reference vector is shown by an arrow and a comparison of the length of this arrow with
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the vectors in the plots indicates the magnitudes of the computed velocities. Fig. 1 shows that the melt pool size of Ti-6Al-4V is the largest among the three alloys mainly because of its lowest density compared to those of the other alloys as shown in Table 1.

Eq. (1) does not consider any plastic deformation of the structure. However, the causative factors for plastic deformation are the same as those for the strain parameter, $\varepsilon^*$, expressed by Eq. (1). A quantitative relation between the maximum thermal strain encountered during deposition and the strain parameter $\varepsilon^*$, as shown in Fig. 2, was established in a recent paper [5]. It is observed that the maximum measured strain in multi-layer deposition correlates linearly with the strain parameter, $\varepsilon^*$, for several alloys and various processing conditions [5]. Thus, the strain parameter, $\varepsilon^*$, is considered to be a useful indicator of thermal distortion for the deposition of various alloys. This parameter embodies all causative factors for thermal distortion but, like all scaling analysis, does not provide an exact magnitude of strain. Valuable insight, not precision, is what the strain parameter provides. The measured strain is not zero at very low values of strain parameter because non-dimensional analysis is not meant to give the exact value. The strain parameter is important because it provides for the first time a clear understanding of how the strain will change with various factors as shown by Eq. (1).

Here we examine the non-dimensional thermal strain for the depositions of SS 316, Ti-6Al-4V and IN 718 alloys using Eq. (1) and parameters computed from a heat transfer and fluid flow model. The calculations were done for laser powers and scanning speeds in the commonly used ranges of 190 to 270 W and 12.7 to 25 mm/s, respectively. (See Table 2.)

Fig. 3(a) and (b) show that the strain parameter, $\varepsilon^*$, rises with increase in laser power and decrease in scanning speed. The peak temperature during AM increases with increasing laser power and decreasing scanning speed. The ratio of laser power to scanning speed is the heat input per unit length and higher heat input results in a larger melt pool and greater distortion on solidification. The higher peak temperature, in turn, enhances the thermal strain (Eq. (1)). The peak temperature also rises as the deposition moves to the upper layers away from the substrate and the rate of heat loss through the substrate reduces [16]. Hence, the thermal strain increases during the deposition of upper layers as indicated in Fig. 3(c). However, depending on the deposition conditions, the build may attain a steady state after many layers of deposition and the thermal strain may become almost constant, particularly for longer track lengths. For example, the thermal strain in a multi-layer build of SS 316 becomes almost constant after fifteen layers.

---

**Table 1**

Thermo-physical properties of SS 316, Ti-6Al-4V and IN 718 [14].

<table>
<thead>
<tr>
<th>Properties</th>
<th>SS 316</th>
<th>Ti-6Al-4V</th>
<th>IN 718</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liquidus temperature (K)</td>
<td>1733</td>
<td>1928</td>
<td>1609</td>
</tr>
<tr>
<td>Solidus temperature (K)</td>
<td>1693</td>
<td>1878</td>
<td>1533</td>
</tr>
<tr>
<td>Thermal conductivity (W/m K)</td>
<td>11.82 + 0.0106 T</td>
<td>1.57 + 1.6 × 10⁻² T − 1 × 10⁻⁶ T²</td>
<td>0.56 + 2.9 × 10⁻² T − 7 × 10⁻⁶ T²</td>
</tr>
<tr>
<td>Specific heat (J/kg K)</td>
<td>330.9 + 0.563 T − 4.015 × 10⁻⁴ T² + 9.465 × 10⁻⁸ T³</td>
<td>492.4 + 0.025 T − 4.18 × 10⁻⁶ T²</td>
<td>36.04 + 0.026 T − 4 × 10⁻⁶ T²</td>
</tr>
<tr>
<td>Density (kg/m³)</td>
<td>7800</td>
<td>4000</td>
<td>8100</td>
</tr>
<tr>
<td>Volumetric expansion co-efficient (/K)</td>
<td>5.85 × 10⁻⁵</td>
<td>2.5 × 10⁻⁵</td>
<td>4.8 × 10⁻⁵</td>
</tr>
<tr>
<td>Viscosity (kg/m s)</td>
<td>7 × 10⁻⁹</td>
<td>4 × 10⁻⁹</td>
<td>5 × 10⁻⁹</td>
</tr>
<tr>
<td>Co-efficient of surface tension (N/m)</td>
<td>1.5</td>
<td>1.52</td>
<td>1.82</td>
</tr>
</tbody>
</table>

---
as shown in Fig. 3(c). The number of layers to attain a steady state when no further appreciable increase in thermal strain takes place depends on process parameters, build geometry and alloy properties. General Electric makes jet engine fuel nozzles in Auburn, Alabama in 20 µm thick layers and deposits thousands of layers at very high scanning speeds without any measurable distortion [17]. This practice is consistent with our results that lower heat input is effective in mitigating distortion.

Fig. 3 further shows that the thermal strain is relatively higher for IN 718 and Ti-6Al-4V deposits in comparison with that for SS 316 for a given processing condition. In order to understand the relative magnitudes of thermal strain for the alloys considered, their thermo-physical properties need to be considered. The Ti-6Al-4V molten pool is usually larger than that for the other alloys considered due to its lower density. Consequently, pronounced shrinkage of the pool and strain occurs in Ti-6Al-4V parts. Likewise, the deposits of IN 718 encounter high thermal strains due to its high coefficient of volume contraction. For a given set of processing conditions, IN 718 parts form large melt pools because of its low melting temperature. Shrinkage of large melt pools results in pronounced thermal strain.

Fig. 3 shows that in addition to laser power and scanning speed other factors such as the alloy properties, the number of deposited layers and processing conditions affect thermal strain significantly. In order to understand these effects, the thermal strain parameter is correlated with three important non-dimensional numbers, Fourier number, Marangoni number and the non-dimensional temperature. The Fourier number is the ratio of heat dissipation rate to heat storage rate. Marangoni number represents the strength of the convective transport of heat within the molten metal that is expressed by the Marangoni number, $Ma = \frac{\text{dy} \cdot L \cdot \Delta T}{\text{d}t \cdot \eta \cdot \alpha}$

Reduction of thermal strain and distortion requires efficient dissipation of heat to avoid localized accumulation of heat. A non-dimensional parameter that embodies both heat diffusion and accumulation of heat is the Fourier number ($F$):

$$F = \frac{\alpha \cdot \tau}{w^2}$$

where $\alpha$, $\tau$ and $w$ refer to thermal diffusivity, characteristic time scale and length, respectively. The characteristic time can be expressed as $L/V$, where, $L$ and $V$ are the pool length and scanning speed respectively. Length of the molten pool is calculated using the heat transfer and fluid flow model as shown in Fig. 1. So, Eq. (2) can be re-written as:

$$F = \frac{\alpha}{V/L}$$

Both rapid heat dissipation and reduction of heat accumulation result in lower peak temperature, higher Fourier number and smaller molten pool length. Therefore higher Fourier number results in lower thermal strain and distortion. In contrast, rigidity of the substrate can counter thermal distortion in AM [5] as shown in Eq. (1). Fig. 4(a) shows the variation of the strain parameter, $\epsilon^*$ as function of Fourier number and rigidity of the substrate for three different heat inputs. The thermal strain parameter reduces with increase in both the Fourier number and the rigidity, $EI$, of the structure. For a set of process variables, the effects of Fourier number and rigidity of the structure on thermal strain follow nearly the same trend for all three alloys, which is expected. The figure shows that the thermal strain increases with heat input. This behavior is attributed to more pronounced heat accumulation and decrease in Fourier number when the heat input is increased. Since decrease in laser power and smaller layer heights can reduce the rate of heat accumulation and thus, increase the Fourier number, they are practical means to control the thermal distortion in AM [3,4,19].

Convection is the primary mechanism of heat transfer in the molten pool during AM [3–5]. The convective transport of heat within the molten pool is driven primarily by the spatial variation of interfacial tension, also referred to as the Marangoni stress [20]. The shape and size of the molten pool is affected by the magnitude of the convective velocity of liquid metal that is expressed by the Marangoni number, $Ma$:

$$Ma = \frac{dy \cdot L \cdot \Delta T}{\text{d}t \cdot \eta \cdot \alpha}$$

where $\eta$ is the viscosity, $\alpha$ is the thermal diffusivity of the alloy, $L$ is the characteristic length of the molten pool, which is taken as the width of the molten pool, $\Delta T$ is the difference between the maximum temperature inside the pool and the solidus temperature of an alloy, and $\frac{dy}{dt}$ is the sensitivity of surface tension with respect to temperature. For most alloys without any surface active elements, this quantity is negative. The overall molten pool volume is also affected significantly by the density of an alloy powder for a particular heat input. Lighter alloys tend to form larger molten pools and undergo greater volume contraction and thermal distortion. Therefore a combined effect of density of alloy powder and Marangoni number on the thermal strain parameter is examined.

Fig. 4b shows an increase in thermal strain with rise in Marangoni number and decrease in density of alloy powder for a particular set of process variables. The effect of Marangoni number and powder density follows a nearly similar trend for all the three alloys considered here for a particular processing condition. Increase in heat input leads to both higher peak temperature and Marangoni number, and higher thermal strain. Thus, reducing heat input by selecting either a lower laser power or a higher scanning speed or both, when possible, is a practical method to reduce thermal strain.

Eq. (1) shows that the strain parameter, $\epsilon^*$, increases with rise in peak temperature and $\Delta T$. In particular, higher peak temperature, $T_p$, results in greater volume shrinkage during solidification. A non-

**Table 2**

<table>
<thead>
<tr>
<th>Laser power (W)</th>
<th>Beam radius (mm)</th>
<th>Scanning speed (mm/s)</th>
<th>Layer thickness (mm)</th>
<th>Substrate thickness (mm)</th>
<th>Powder flow rate (gm/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>190–270</td>
<td>0.5</td>
<td>12.7–25</td>
<td>0.38</td>
<td>4</td>
<td>0.416</td>
</tr>
</tbody>
</table>

Fig. 2. Linear correlation between the experimentally measured thermal strain during deposition and the non-dimensional thermal strain for five alloys [5].
dimensional temperature $T^*$ can reveal the effect of process variables on thermal strain due to rise in peak temperature:

$$T^* = \frac{T_P - T_A}{T_L - T_A}$$

where, $T_A$ and $T_L$ are the ambient temperature and liquidus temperature, respectively. The term $\beta T^*$ is a measure of the volumetric contraction. Since a lighter alloy and a larger liquid pool is more susceptible to thermal distortion, a combined effect of $\beta T^*$, pool length and alloy density on strain parameter is examined in Fig. 4c. It is clear that the thermal

---

**Fig. 3.** Variation of non-dimensional strain as function of (a) laser power for a constant scanning speed of 12.7 mm/s and (b) scanning speed for a constant laser power of 270 W (c) layer number for a constant laser power of 230 W and scanning speed of 20 mm/s.

**Fig. 4.** Variation of non-dimensional strain as function of (a) Fourier number (b) Marangoni number, and (c) Non-dimensional temperature, for three heat inputs per unit length.
strain increases with $\beta/\gamma$ and pool length and decreases with density, as expected. Low heat input and rapid heat dissipation can effectively reduce the peak temperature and pool dimension and reduce strain. The effect of the individual alloy properties such as viscosity and density at very high heat input and peak temperature appears to exhibit alloy specific trend as observed in Fig. 4(b) and (c). However, both 4(b) and 4(c), clearly show how the strain parameter is affected by Marangoni number and non-dimensional temperature.

Apart from distortion, process variables also affect microstructure and mechanical properties. For example, in 316 stainless steel parts made by AM, formation of detrimental and limited ductility in additively manufactured Ti-6Al-4V parts for a wide range of processing conditions. However, Xu et al. [27] showed that martensite formation can be avoided and fine lamellar alpha and beta structure can be achieved by careful adjustment of focal offset (0 to 2 mm), travel speed (1029 mm/s) and laser power (375 W). Therefore, it would be important to examine the impact of process variables on distortion, microstructure and properties to achieve defect-free, structurally sound and reliable components fabricated by AM.

In summary, the results presented here provide, for the first time, a quantitative basis for minimizing thermal distortion in AM based on scientific principles and important non-dimensional numbers. It is found that low heat input sufficient for maintaining adequate interlayer binding is beneficial for the control of thermal strain. A decrease in laser power and layer height can also result in higher Fourier number and lower thermal strain. A reduction in laser power and an increase in scanning speed can reduce Marangoni number and non-dimensional temperature and decrease thermal strain. Likewise, alloys with lower heat capacity and higher thermal diffusivity will be susceptible to higher peak temperature, larger pool volume and higher thermal strain. Apart from careful selection of the process parameters to mitigate distortion, microstructural characterization and evaluation of mechanical properties of the components should be undertaken to produce high quality parts.
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