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A nonisothermal Johnson–Mehl–Avarami (JMA) equation with optimized JMA parameters is pro-
posed to represent the kinetics of transformation of �-ferrite to �-austenite during heating of 1005
steel. The procedure used to estimate the JMA parameters involved a combination of numerical
heat-transfer and fluid-flow calculations, the JMA equation for nucleation and growth for nonisothermal
systems, and a genetic algorithm (GA) based optimization tool that used a limited volume of experimen-
tal kinetic data. The experimental data used in the calculations consisted of phase fraction of �-austenite
measured at several different monitoring locations in the heat-affected zone (HAZ) of a gas tungsten
arc (GTA) weld in 1005 steel. These data were obtained by an in-situ spatially resolved X-ray dif-
fraction (SRXRD) technique using synchrotron radiation during welding. The thermal cycles necessary
for the calculations were determined for each monitoring location from a well-tested three-dimensional
heat-transfer and fluid-flow model. A parent centric recombination (PCX) based generalized generation
gap (G3) GA was used to obtain the optimized values of the JMA parameters, i.e., the activation
energy, pre-exponential factor, and exponent in the nonisothermal JMA equation. The GA based deter-
mination of all three JMA equation parameters resulted in better agreement between the calculated
and the experimentally determined austenite phase fractions than was previously achieved.

I. INTRODUCTION

PROPERTIES of carbon-manganese steels are affected
by the phase fractions of �-ferrite and �-austenite. These phase
fractions change due to heating and cooling during the process-
ing of steels. The nonisothermal Johnson–Mehl–Avrami (JMA)
equation has been used often to represent phase transforma-
tion behavior in many systems involving nucleation and growth
such as the �-ferrite to �-austenite transformation in C-Mn
steels during heating.[1] However, the JMA equation con-
tains three unknown parameters, i.e., the activation energy,
pre-exponential factor, and JMA exponent. At present, there
is no unified method to assign the values of these important
parameters. While the nonisothermal JMA equation can serve
as a basis for quantitative calculations in many important sys-
tems, without reliable values of these three constants, the util-
ity of the equation is considerably diminished.

Elmer et al.[1] calculated the values of the pre-exponential
factor and exponent of the nonisothermal JMA equation
for the �-ferrite to �-austenite transformation in C-Mn steels.
Their approach assumed a value of the activation energy
suggested by Nath et al,[2] who showed that the apparent
activation energy for the �-ferrite to �-austenite transforma-
tion will be different from that for the diffusion of carbon in
austenite due to the combined effects of nucleation and growth.
Since Elmer et al.[1] calculated the values of the other two
JMA parameters, a fairly straightforward graphical technique
could be used. However, since the transformation rate is

very sensitive to the values of all three JMA parameters, none
of these parameters can be assumed to be known.

The goal of the present work is to estimate all three para-
meters of the JMA equation, i.e., the activation energy of
transformation, the pre-exponential factor, and the exponent
in the nonisothermal JMA equation through an inverse mod-
eling approach. The approach involves a combination of a
genetic algorithm (GA) based optimization model, a tempera-
ture field calculation model, a phase fraction calculation model,
and experimentally measured kinetic data. The experimental
data used in the calculations consisted of phase fraction of
�-austenite measured at several different monitoring locations
in the heat-affected zone (HAZ) of a gas tungsten arc (GTA)
weld in 1005 steel. These data were obtained by an in-situ
spatially resolved X-ray diffraction (SRXRD) technique using
synchrotron radiation during the welding.

De and DebRoy,[3] Kumar et al.,[4] and Kumar and DebRoy[5]

recently developed inverse models to calculate various unknown
input parameters such as the arc efficiency, effective thermal
conductivity, and effective viscosity for numerical thermofluid
modeling of the welding processes using derivative based optimi-
zation techniques. A drawback of these techniques is their
occasional convergence to a local solution.[6] Furthermore, an
appropriate initial guess of the unknown variables is needed to
achieve the global optimal solution. The ability of the GA to find
the global optimal solution independent of the initial guessed
values[6,7] makes GA unique for estimating the JMA parameters.

In order to obtain the values of all three JMA parameters,
three interactive computational modules are embedded in the
present scheme: first, for the analysis of heat transfer and fluid
flow;[8–21] second, for the calculation of phase transformation
using the JMA equation;[1,8,21] and third, for obtaining the opti-
mized values of these parameters. A multivariable optimiza-
tion scheme is used, which is based on the parent centric
recombination (PCX) based generalized generation gap (G3)
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GA model.[22,23] The approach adopted here is inherently
different from the neural network technique where the input
and output variables are related through a set of hidden nodes
and their relationships do not necessarily have to comply with
any physical law. In contrast, when the optimization algo-
rithm embodies a phenomenological model of heat transfer
and fluid flow and the nonisothermal JMA equation to rep-
resent the transformation of �-ferrite to �-austenite, the out-
put weld pool geometry and microstructure are related by
well-established laws. Thus, determination of the JMA para-
meters will be based on well-established scientific principles.

II. MATHEMATICAL MODEL

The calculation of all three JMA parameters through a
systematic search algorithm from a limited volume of experi-
mental data requires calculations of the thermal cycles and
austenite phase fractions during heating. The details of the
heat-transfer and fluid-flow calculation procedure and the
nonisothermal phase transformation calculations are widely
available in the literature,[1,8–21] so only a brief summary of
the salient features of the calculations specific to the JMA
parameter search is included here.

A. Calculation of Temperature Field and Thermal Cycles

The temperature field and thermal cycles are calculated using
an extensively tested three-dimensional (3-D) numerical heat-
transfer and fluid-flow model.[8–21] In this model, the transient
nature of the problem is transformed to steady-state mode by
using a coordinate system moving with the heat source.[20] The
governing equations of conservation of mass, momentum, and
energy in three dimensions are discretized using the power-law
scheme.[24] The computational domain is divided into small
rectangular control volumes. Discretized equations for the vari-
ables are formulated by integrating the corresponding govern-
ing equation over the control volumes. The detailed method
of discretizing the governing equations is available in the litera-
ture.[20] The discretized equations are solved using the SIMPLE
algorithm[24] to obtain temperature and velocity fields.

B. Calculation of Austenite (�) Phase Fraction

For �-ferrite to �-austenite transformation during heating
of low-carbon steels, the transformation path involves 

. The transformation to austenite starts at 993 K
and finishes at 1155 K in 1005 steel. In the � � � two-phase
region, the equilibrium austenite fraction, F, is lower than 1
and can be calculated from the corresponding phase diagram.[1]

For 1005 steel, the equilibrium austenite fraction, F(T), at any
particular temperature, is given by

[1]

where C�(T ) and C�(T ) represent the equilibrium carbon
concentrations of � and � phases, respectively, at any
particular temperature, T (K). The values of C�(T ) and C�(T )
are obtained from the phase diagram as follows:

[2]

[3]Cg(T) � 1.501 � 10�5T2 � 3.666 � 10�2T � 22.356

Ca(T) � �1.198 � 10�4T � 0.142

F(T) �
0.05 � Ca(T)

Cg(T) � Ca(T)

(a � g) → g
a →

The austenite phase fraction, fr, at selected locations in
the weld HAZ is calculated using the nonisothermal JMA
equation:[1]

[4]

where Ti is the temperature for the ith interval (K), Fi is the
equilibrium fraction of austenite at temperature Ti, k0 is a
pre-exponential constant (s�1), Q is the activation energy
for phase transformation (kJ/mol), R is the gas constant, �t
is the time interval (s), m is the number of time-steps in the
thermal cycle, and n is the JMA exponent. The time con-
stant, �i, is given by

[5]

where fr(ti�1) is the austenite phase fraction calculated at the
end of the (i�1)th time-step. Equation [4] represents the
austenite phase fraction for the time ti at a given location,
and requires the thermal cycle at this location to be known.

C. GA as an Optimization Model

The GA based optimization of the three JMA parameters
involves a systematic global search for these parameters
aimed at minimizing the following objective function, O( f ):

[6]

where frc(xk, yl, 0) and fre(xk, yl, 0) represent the calculated
and experimental values of austenite phase fractions at loca-
tions (xk, yl, 0), respectively. In the Cartesian coordinate sys-
tem used in the present study, (xk, yl, 0) represents the top
surface of the specimen. In Eq. [6], the value of p is 2 as the
experimental austenite phase fraction values given in Table I
are for two x locations of �5.0 and 0.0 mm, and the value of
q is 5 as five different y locations are considered for each
x location. The objective function, O( f ), in Eq. [6] is a func-
tion of the three JMA parameters, i.e., activation energy
for phase transformation, Q; the JMA equation exponent, n;
and the pre-exponential constant, k0.

[7]{ f } � ( f1, f2, f3) � a Q

Qr
, 

n
nr

, 
k0

kr
 b

O( f ) � a
p

k�1
a

q

l�1
C fr 

e (xk, yl, 0) � fr 

c (xk, yl, 0)D2

ti �
Bn �ln  c1 �

fr(ti�1)

Fi
d

k0 � exp a� Q

RTi
b

for 1 	 i 	 m

fr(ti)

Fi
� 1 � exp e�c k0 � exp a� Q

RTi
b � (�t � ti) df

Table I. Experimental Data for Austenite (�) Phase
Fractions along x � �5.0-mm and x � 0.0-mm

Lines on the Top Surface (z � 0.0)

�-Phase �-Phase 
Location (mm) Fraction Location (mm) Fraction

(�5.0, 1.25, 0.0) 0.691 (0.0, 6.25, 0.0) 1.000
(�5.0, 1.75, 0.0) 0.475 (0.0, 6.50, 0.0) 0.821
(�5.0, 2.25, 0.0) 0.284 (0.0, 6.75, 0.0) 0.331
(�5.0, 2.75, 0.0) 0.149 (0.0, 7.00, 0.0) 0.198
(�5.0, 3.25, 0.0) 0.050 (0.0, 7.25, 0.0) 0.070
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Fig. 1—Flow chart showing the calculation procedure. Note that ( f1, f2, f3) �

.a Q

Qr
, 

n

nr
, 

k0

kr
b

was 0.05C, 0.31Mn, 0.18Si, 0.11Ni, 0.10Cr, 0.009P, 0.008Cu,
0.005S, 
0.005Al, 
0.005Nb, 
0.005Mo, 
0.005Ti, and

0.005V by wt pct. These samples were machined from
10.8-cm-diameter forged bar stock into welding samples,
12.7-cm long and 10.2-cm diameter. Circumferential welds
were then made on the cylindrical steel bars in an environ-
mentally sealed chamber to avoid atmospheric contamination
of the weld. The welding parameters used are given in
Table III. Further details of the welding experiments and the
errors involved in the measurements have been discussed
elsewhere.[1,25]

In-situ SRXRD experiments provided direct observation of
welding induced phase transformations.[1] Figure 2 shows an
experimentally measured phase map in the HAZ on the top
surface of GTA weld in AISI 1005 C-Mn steel.[1] This map
shows one half of the weld HAZ, since the heat flow is con-
sidered to be symmetric about the centerline of the weld, and
gives quantitative information about the phase transformations
that are occurring during both heating and cooling. The weld
pool boundary is marked by the solidus isotherm (1779 K),
while the A1 (993 K) and A3 (1155 K) isotherms identify the

Table II. Terminology Used in GA

Equivalent Welding Variables 
Biological Terms and Representation in GA

Genes: units containing in the form of nondimensional
hereditary information variables, f1, f2, and f3, e.g.,

f1 � Q/Qr � 1.10; f2 � n/nr �
1.70; f3 � k0/kr � 1.56

Chromosome/individual: a set of input variable values 
a number of genes folded taken together, i.e., (1.10, 
together 1.70, 1.56)

Population: collection of collection of multiple sets:
many chromosomes/ (1.10, 1.70, 1.56) (1.20, 1.54,
individuals 1.65) (1.23, 1.65, 1.75)

Parents: chromosomes/ Parents: e.g., (1.10, 1.70, 1.56)
individuals participating for (1.23, 1.65, 1.75)
creating new individuals 
(or offsprings)

Fitness value: value of fitness objective function or fitness 
function determines if a function: calculated for each 
chromosome/individual set of input variables using
survives or dies Eq. [3]

In Eq. [7], the reference values, Qr, nr, and kr, represent
the order of magnitude of the JMA parameters. The activa-
tion energy for diffusion of carbon in austenite,[2] Qr (135
kJ/mol), is taken as a reference value of Q. The reference
value of the pre-exponential constant, kr, is taken to be equal
to the value reported in the literature[2] (i.e., ln (kr) � 9.26).
The value of nr is taken as 1.0, since this value is thought
to represent the order of magnitude of n. Note that Eq. [7]
is made nondimensional so that all three dimensionless JMA
parameters have a comparable order of magnitude values.
This procedure aids in the global search for the JMA para-
meters by scaling down the objective functions. It allows
starting values of JMA parameters that are very far off from
the final optimized values, thus improving the robustness of
the calculation scheme.

A G3 model using a PCX operator[22,23] was used in the pre-
sent study to calculate the optimized values of the three JMA
parameters. This model was chosen because it has been shown
to have a faster convergence rate on standard test functions
as compared to other evolutionary algorithms.[22,23] A detailed
description of this model is available in the literature[22,23] and
is not included here. Specific application of GA for the deter-
mination of the JMA parameters is given in Appendix A.

The various terms used to describe GA are explained in
Table II. The calculation starts with an arbitrarily assumed
initial population of sets of three JMA parameters. The final
aim is to find the solutions of all three JMA parameters
through a systematic global search that will give the least
error between the calculated and experimentally obtained
austenite phase fractions. The flow chart of the calculation
scheme is presented in Figure 1. The population converges
to a set of optimal solutions through an iterative scheme
involving a PCX operator based recombination scheme.

III. RESULTS AND DISCUSSION

A. Calculation of Temperature Field and Thermal Cycles

The GTA welds have been made on cylindrical forged
bar samples of AISI 1005 steel. The composition of the steel
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Fig. 2—SRXRD semiquantitative phase map plotting the volume fraction
of austenite in the HAZ. The calculated isotherms using the 3-D dimensional
heat-transfer and fluid-flow model are superimposed on the map correspond
to the liquidus (1802 K), the �/(� � �) phase boundary (A4, 1705 K), the
�/(� � �) phase boundary (A3, 1155 K), and the eutectoid temperature
(A1) (993 K).

Fig. 3—(a) Temperature vs distance plot showing temperature cycles parallel
to the welding direction at various y-axis offset from the weld centerline of
(1) 0 mm, (2) 2 mm, (3) 3 mm, (4) 4 mm, (5) 5 mm, (6) 6 mm, (7) 7 mm,
(8) 8 mm, (9) 9 mm, and (10) 10 mm. (b) Calculated thermal cycles at dif-
ferent y locations along x � �3.5-mm path. 1: y � 3.25 mm; 2: y � 3.75 mm;
3: y � 4.25 mm; 4: y � 4.5 mm; 5: y � 4.75 mm; 6: y � 5.00 mm; and 
7: y � 5.50 mm. Time equal to zero was arbitrarily selected to correspond to
the heat source location at x � 0 in Fig. 3(a).

equilibrium start and finish locations for the ferrite to austen-
ite transformation. The calculated solidus isotherm
is found to identify the weld pool boundary. Furthermore, the
austenite start and finish boundaries shown in the mea-
sured data agreed well with the corresponding equilibrium
temperatures, A1 and A3, respectively, after taking kinetic
considerations into account. Thus, the temperature field
obtained from the 3-D heat-transfer and fluid-flow model is
thought to be reliable and was used in the phase transforma-
tion calculations.

After obtaining the steady-state temperature field, the ther-
mal cycle at any given location (x, y, z) was calculated using
the following equation:

[8]

where T(x, y, z, t2) and T(x, y, z, t1) are the temperatures at
times t2 and t1, respectively; Ts(�1, y, z) and Ts(�2, y, z) are the
steady-state temperatures at coordinates (�1, y, z) and (�2, y, z),
respectively; Vs is the welding speed; and (�2 � �1) is the
length of the weld produced in time (t2 � t1).

The calculated thermal cycles at different locations in the
HAZ are shown in Figures 3(a) and (b). Figure 3(a) plots the
calculated temperatures parallel to the welding direction at
the top surface for locations starting at the weld centerline
and moving out to a distance of 10 mm from the weld center-

T(x, y, z, t2) �
Ts 

(j2, y, z) �Ts 
(j1, y, z)

j2 � j1
Vs 

(t2� t1) � T (x, y, z, t1)

(a → g)

line. The peak temperature in the weld pool is 2036 K. The
temperature drops to the liquidus (1802 K) at the fusion
boundary at y � 4.4 mm, and it then continues to decrease to
the A1 temperature (993 K) at the y � 7.7-mm position. The
thermal profiles corresponding to the heating side of the weld,
calculated parallel to the welding direction, are further plot-
ted in Figure 3(b) at different HAZ locations from y � 3.25
to 5.5 mm. In this plot, the time coordinate, parallel to the
welding direction, was calculated from the distance coordi-
nate by dividing the distance along the x-axis by the welding
speed. Here, the time equal to zero corresponds to the heat
source location identified in Figure 3(a) as x � 0. The peak
temperature and heating rates plotted for various locations in
Figures 3(a) and (b) show that both parameters decrease with
increasing distance from the weld centerline. These variations
in thermal cycles are responsible for the spatial variation of
the austenite phase fraction in the HAZ.

In order to illustrate how the temperature profiles influence
HAZ phase transformations, the thermal cycles that contribute

Table III. Summary of GTA Welding Parameters Used
in the SRXRD Experiments

Maximum current (A) 130
Background current (A) 90
Weld voltage (V) 17.5
Welding electrode W-2 pct Th
Electrode diameter (mm) 4.7
Torch polarity DC, electrode negative
Pulsing frequency (Hz) 300
Peak on time (pct) 50
Shielding gas helium
Travel speed (mm/s) 0.6
Resulting fusion zone width (mm) �9

(a)

(b)
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to the transformation were calculated for different loca-
tions along the SRXRD path perpendicular to the weld at the
x � �3.5-mm (t � �5.83 s) location. Figure 3(b) shows
these thermal cycles where each thermal cycle was calculated
parallel to the welding direction to represent the heating cycle
for the material up to the x � �3.5-mm location. The portion
of the thermal cycle responsible for the transformation up to
these points is indicated by the lines between the solid squares
at the transformation start temperature (A1), the solid squares
at the transformation finish temperature (A3), and the circles
that correspond to the location where the SRXRD data were
taken. The difference in paths leads to the variation in the
heating rate and thus a variation in the austenite fraction at
the different y locations. The calculated thermal profiles, as
illustrated in Figure 3(b), represent the type of data that are
used in conjunction with the additional SRXRD data to obtain
the unknown JMA parameters for the transformation
in the HAZ of the 1005 steel weld.

B. Calculation of the JMA Parameters by G3 Algorithm

The GA approach is a population based search technique
where a population consists of many individuals. Here, each
individual represents a set of randomly chosen values of the
three JMA parameters. In order to generate the initial ran-
dom population to start the calculations, the values of the
three JMA parameters were initialized, guided by their val-
ues reported in the literature.[1] The initial ranges for these
variables chosen are as follows: k0 between 1.0 � 105 and
2.5 � 105 s�1, Q between 100.0 and 150.0 kJ/mol, and n
between 1.0 and 2.5. All the runs were conducted using sev-
eral random seeds to achieve a convergence limit, where
20 pct of the individuals of the total population reached an
objective function value (fitness) of less than 7.0 � 10�2.
The chosen value of the objective function (fitness) ensured
sufficient accuracy within the practical limits of the experi-
mental errors.

Elmer et al.[1] used kinetic data taken along seven paths
in the weld HAZ ranging from a starting location ahead of
the weld at x � �5.0 mm to the center of the weld at x �
0.0 mm. These data were used to calculate two of the three
JMA parameters for the 1005 steel weld. Initially, kinetic
data for only two x locations were used in the analysis to
check if GA can estimate all three JMA parameters from a
limited volume of experimental data. These locations were
chosen near the two extremes of the range of x values used
by Elmer et al.,[1] i.e., at x equal to �5.0 and 0.0 mm in order
to include the maximum possible variation in the extent of
transformation. It is thought that if the data corresponding to
very low and very high transformations are used for the deter-
mination of the JMA parameters, the austenite fractions at

a → g

a → g intermediate transformations could be predicted. Table IV
lists the optimal values of JMA parameters computed with
several different combinations of the initial values of the
JMA parameter sets. Various values of the JMA exponent,
n, have been reported in the literature for the �-ferrite to
�-austenite transformation during heating. Christian[26] sug-
gested that the value of n should lie between 1.5 and 2.5 for
diffusion-controlled phase transformations. Elmer et al.[1]

determined n to be 1.43 for �-ferrite to �-austenite transfor-
mation in the 1005 steel HAZ during heating. The optimized
values of the JMA exponent, n, given in Table IV (between
1.11 and 1.14) are lower than those indicated by Christian.[26]

The range of n values given by Christian[26] were for isother-
mal phase transformations. However, rapid heating during
welding would cause the transformation to occur with some
degree of superheat, which is consistent with lower values
of n.

Indeed, when nonisothermal phase transformations were
considered, Criado and Ortega[27] indicated the value of n
to be 1.0 for instantaneous nucleation and two-dimensional
(2-D) diffusion-controlled growth and 1.5 for instantaneous
nucleation and 3-D growth. The lower than expected value
of n obtained from GA is consistent with the restricted growth
of a new phase at the surface constrained by the lack of con-
tiguous material above the top surface where the measurements
were made. The optimized values of Q obtained from GA
ranged between 99 and 102 kJ/mol. These values were fairly
close to the 117 kJ/mole suggested by Nath et al.[2] and used
by Elmer et al.[1] Similarly, the value of ln (k0) between
11.05 and 11.30 is also in fair agreement with the values of
9.26 and 12.20 suggested by Nath et al.[2] and Elmer et al.,[1]

respectively. Thus, the values of the three JMA parameters
calculated in the present study are within the acceptable lim-
its of values reported in the literature.

In most calculations, the starting values of the JMA para-
meters were chosen to be close to their respective values
reported in the literature[2] to achieve rapid convergence.
However, in order to explore the dependence of the JMA
parameters on the choice of the initial values, in some runs,
the initial values of the variables were deliberately defined
much further away from their reported values in the litera-
ture. The optimized values of the JMA parameters using
these starting values of the JMA parameters are given in
Table IV. It can be seen that all the sets of optimized JMA
parameter values listed in Table IV are internally consistent.
When the calculations were started with JMA parameter val-
ues very different from their final optimized values, the cal-
culations required more iterations to converge due to the
exploration of an expanded search space. However, the JMA
parameters obtained from GA were not affected by the choice
of their starting values.

Table IV. Different Sets of Unknown JMA Parameters Calculated by the Proposed GA Model 
by Using Different Initial Range of JMA Parameters

Initial Range of JMA Parameters Optimal Values of JMA Parameters Objective 
Q (kJ/mol) n Ln (k0) Q (kJ/mol) n Ln (k0) Function, O( f )

100.00 to 150.00 1.00 to 2.50 11.50 to 14.73 99.64 1.12 11.07 5.84 � 10�2

50.00 to 550.00 2.50 to 3.50 0.00 to 11.50 100.02 1.14 11.27 5.94 � 10�2

50.00 to 450.00 1.50 to 3.50 10.00 to 15.00 100.12 1.14 11.30 5.96 � 10�2
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C. Validation of the Optimized JMA Parameters

The JMA parameters computed from kinetic data at x equal
�5.0 and 0.0 mm were used to predict the �-phase fraction at
other monitoring locations, i.e., x equal to �3.5-, �3.0-, �2.5-,
and 2.0-mm locations where experimental data were also avail-
able. As expected, the calculated austenite fraction curves for
the two widely spaced locations, i.e., x equal to �5.0 and 
0.0 mm, almost overlap the experimental data in Figure 4. At
all other locations, the computed austenite phase fractions
agreed well with the corresponding experimental results show-
ing the appropriateness of the values of the JMA parameters
determined by GA.

Austenite phase fractions were calculated for all x loca-
tions using all sets of JMA parameters listed in Table IV.
An average error was calculated by using the calculated and
experimentally obtained austenite phase fractions as follows:

[9]

where all the variables used in Eq. [9] are defined after Eq. [6].
It was found that the first set, i.e., Q equal to 99.64 kJ/mol,

Average error �
a

p

k�1
a

q

l�1
0 fr 

c(xk, yl, 0) � fr 

e(xk, yl, 0) 0
p � q

n equal to 1.12, and ln (k0) equal to 11.07, gave better agree-
ment than the other sets of values. This set was used for calcu-
lating the results reported in Figure 4. For the results presented
in this figure, the average error between the experimental
and the computed austenite phase fractions was 0.06. This
error compares favorably with the corresponding average
error of 0.10 that resulted from the use of the JMA para-
meters suggested by Elmer et al.[1] The improved values of
all three JMA parameters obtained by GA indicates that a
more comprehensive three-parameter optimization is more
appropriate than the previous two- parameter estimation.

The quality of the JMA parameters obtained by GA depends
on the volume and accuracy of high-temperature kinetic data,
which are obtained from difficult and specialized experiments.
The best possible value of the JMA parameters can be achieved
when all the available kinetic data are used to determine these
parameters. When the three JMA parameters were determined
using all the available experimental data sets, the parameter
values were found to be as follows: Q equal to 99.91 kJ/mol, n
equal to 1.12, and ln (k0) equal to 11.06. These parameters gave
an average error of 0.05 between the experimental and the pre-
dicted values. Since this average error is smaller than that obtained
by any other set of JMA parameters obtained to date, these val-
ues are recommended for phase fraction calculations during trans-
formation of �-ferrite to �-austenite during heating of 1005 steel.

To further validate the optimized values of JMA parameters,
the �-austenite phase fractions were calculated for constant
heating rate of 10 K/s and compared to experimentally mea-
sured data[28] made at the same rate. The experimental data
were acquired using an in-situ synchrotron based X-ray diffrac-
tion method,[28] similar to the technique used to gather the in-situ
welding data.[1] These experiments directly measured the frac-
tion of austenite as a function of temperature at a constant heat-
ing rate of 10 K/s, while the temperature was recorded using
thermocouples attached to the steel sample. Figure 5 shows a
good agreement between the calculated and experimental results,
which further supports the accuracy of the JMA parameters
determined by the GA. Furthermore, this good agreement sug-
gests that the JMA parameters determined in this study can be
used to predict phase transformation rates in 1005 steel for both
heat treating conditions at rates on the order of 10 K/s and for
welding conditions at much higher heating rates.

IV. CONCLUSIONS

A GA based model was used to estimate the parameters
of the nonisothermal JMA equation, i.e., the activation energy
(Q), pre-exponential term (k0), and exponent (n), for the
transformation of �-ferrite to �-austenite during heating from
a limited volume of experimental kinetic data. The estimated
values of JMA parameters lie in the respective range of val-
ues reported in the literature. The austenite phase fractions
calculated by using the recommended JMA parameters, i.e.,
Q equal to 99.91 kJ/mol, n equal to 1.12, and ln (k0) equal
to 11.06, show better fit with the experimental data than the
JMA parameters reported previously on the basis of a sim-
ple graphical technique for estimating the values of n and
k0 assuming a fixed value of Q. Determination of all three
JMA parameters by GA provides better results than those
previously achieved by the graphical calculation of two of
the three JMA parameters.

Fig. 5—Comparison of the calculated and experimentally obtained transformed
fractions of �-austenite for constant heating rate of 10 K/s in 1005 steel.

Fig. 4—Comparison of the calculated and experimentally obtained trans-
formed fractions of �-austenite at six x locations in the weld HAZ. The
unknown parameters of the JMA equation were calculated by using the experi-
mental data for only two x locations, i.e., x equal to �5.0 and 0.0 mm. The
calculated JMA parameters were then used in the JMA equation to calculate
the austenite phase fractions for the other six locations.
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APPENDIX A

Algorithm of the G3 Model

The GA used in the present study is a PCX operator based
G3 model.[22] The steps involved are as follows.

(1) The best parent and 
 � 1 other randomly selected par-
ents are chosen from the population. A population is a col-
lection of many individuals and each individual represents
a set of randomly chosen values of the three nondimension-
alized JMA parameters. A parent refers to an individual
in the current population. The best parent is the individual
that has the best fitness, i.e., gives the minimum value of
the objective function, in the entire population.

(2) From the chosen 
 parents, � offsprings (new individuals)
are generated using a recombination scheme. In the present
study, a parametric study on the G3 model showed that
for 
 � 3 and � � 2, the model required minimum number
of iterations to converge. Therefore, 
 � 3 and � � 2
were used in the present study. A recombination scheme
is a process for creating new individuals from the parents.

(3) Two parents are randomly chosen from the current
population.

(4) A combined subpopulation having � offsprings (step 2)
and the two randomly chosen parents (step 3) is formed.

(5) The best two solutions, i.e., the solutions having least
values of the objective function, are chosen from the
subpopulation (step 4) and these replace the randomly
chosen two parents (step 3) of the current population.
This gives the new population for the next iteration or
generation.

The preceding steps, as applied to the present problem,
are shown in Figure 6. The figure clearly illustrates the
working of the model to optimize the three unknown JMA
parameters. The recombination scheme (step 2) used in the
present model is based on PCX operator.[22] A brief descrip-

tion of this operator, tailored to the present problem, is as
follows:

The first three parents, i.e., ,
are randomly selected from the current popula-

tion. Here, the subscripts represent the three variables defined
in Eq. [7], while the superscripts denote the parent identifica-
tion number. The scheme for the creation of the new individual
(offspring), i.e., , by using the PCX operator
on these three parents, is shown in Figure 7. The mean

vector or centroid, 

, of the chosen three parents is computed.

To create an offspring, one of the parents, say, 
, is chosen randomly. Then, the direction vector,

, is calculated from the selected parent to the
mean vector or centroid. Thereafter, from each of the other
two parents, i.e., and , perpendicular
distances, Di, to the direction vector, d( p), are computed and
their average, , is found. Finally, the offspring is created
as follows:[22]

[A1]

where h(i) are the two orthonormal bases that span the sub-
space perpendicular to d( p), and the parameters w� and w�

are randomly calculated zero-mean normally distributed vari-
ables. The obtained value of the offspring, ,
using the chosen three parents, is as follows:

[A2a]

[A2b]

[A2c]

where

[A3a]f11 � wza2 f1
0 � f1

1 � f1
2

3
b

f3¿ � f3
0 � f31 � f32

f ¿2 � f2
0 � f21 � f22

f ¿1 � f1
0 � f11 � f12

y � ( f ¿1, f ¿2, f3¿)

y � x(p) � wz 0d( p) 0 � a
3

i�1,iZp
wh D h(i)

D

1 f12, f22, f32 21 f11, f21, f31 2
d( p) � x( p) � g
1 f10, f20, f30 2 x( p) �

  
f3

0 �  f3
1 �  f3

2

3
b

g � a f1
0 �  f1

1 �  f1
2

3
, 

f2
0 �  f2

1 �  f2
2

3
,

y � 1 f1¿, f2¿, f3¿ 2

( f1
2, f2

2, f3
2)

( f1
0, f2

0, f3
0), ( f1

1, f2
1, f3

1)

Fig. 6—G3 model using PCX operator.

Fig. 7—PCX operator: a generic parent centric approach where new sets
of variables values are created near the parents shown by solid circles. The
direction vector, d(p) � x(p) � g is calculated from the selected parent, i.e., 

to centroid, 

 
f3

0 � f3
1 � f3

2

3
 b .

g � a f1
0 � f1

1 � f1
2

3
, 

f2
0 � f2

1 � f2
2

3
,  x(p) � ( f1

0, f2
0, f3

0),



[A3b]

[A3c]

[A3d]

[A3e]f22 � wh aa2 � b2

2
b c1 �a2 f2

0 � f2
1 � f2

2

3d
 b2

 d

f12 � wh aa2 � b2

2
b c1 �a2 f1

0 � f1
1 � f1

2

3d
 b2

 d

f31 � wza2 f3
0 � f3

1 � f3
2

3
b

f21 � wza2 f2
0 � f2

1 � f2
2

3
b
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[A3f]

The various unknown variables used in Eqs. [A3a] through
[A3f] can be represented in simplified form as follows:

[A4a]

[A4b]

[A4c]b2 � e2 � 11 � (b1)
2

a2 � e1 � 11 � (a1)
2

d � A a2 f1
0 � f1

1 � f1
2

3
 b2

�  a2 f2
0 � f2

1 � f2
2

3
 b2

�  a2 f3
0 � f3

1 � f3
2

3
 b2

f32 � wh aa2 � b2

2
b c1 �a2 f3

0 � f3
1 � f3

2

3d
 b2

 d

[A4d]

[A4e]

[A4f]

[A4g]e2 � 3 1 f12� f1
0 22 � 1 f22� f2

0 22 � 1 f32� f3
0 22

b1 �  
1 f12 � f1

0 2 a2 f1
0 � f1

1 � f1
2

3
 b �  1 f2

2 � f2
0 2 a2 f2

0 � f2
1 � f2

2

3
 b � 1 f3

2 � f3
0 2 a2 f3

0 � f3
1 � f3

2

3
 b

d � e2

e1 � 3 1 f 1
1 � f1

0 22 � 1 f21 � f2
0 22 � 1 f1

3 � f3
0 22

a1 �  
1 f1

1 � f1
0 2 a2 f1

0 � f1
1 � f1

2

3
 b �  1 f2

1 � f2
0 2 a2 f2

0 � f2
1 � f2

2

3
 b � 1 f31 � f3

0 2 a2 f3
0 � f3

1 � f3
2

3
 b

d � e1

In the PCX approach, individual recombination operator
biases offspring to be created near the parents by assigning
each parent an equal probability of creating offspring in its
neighborhood.[22] As a consequence, the PCX based G3 model
converges faster for standard test functions as compared to
other evolutionary algorithms.[22,23]
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