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A smart model to estimate effective thermal conductivity and viscosity
in the weld pool
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Calculations of fluid flow and heat transfer in the weld pool are strongly influenced by the values of
effective thermal conductivity and effective viscosity of the liquid metal. The values of these
variables are uncertain since the welding conditions and the fluid flow characteristics within the
weld pool influence them. Following an inverse modeling approach, the present work develops a
smart model that embodies a multivariable optimization scheme within the framework of a
phenomenological heat transfer and fluid flow model to estimate the uncertain parameters necessary
for weld pool modeling. The optimization scheme considers the sensitivity of the calculated weld
geometry with respect to the unknown parameters. To avoid unrealistic optimized solutions, the
smart model is internally guided to look for only the physically significant solutions. The model
could estimate the effective thermal conductivity and effective viscosity for conduction mode laser
welding as a function of nondimensional heat input from six sets of experimental measurements of
weld pool depth and width. ©@004 American Institute of Physic§DOI: 10.1063/1.1695593

I. INTRODUCTION ating velocities that are inevitable in small weld pools with

L . Yery strong convection currents. Enhanced values of liquid
Investigations of heat and mass transfer in the weld poo, . . 29428
thermal conductivity and viscosity*=2% have been fre-

are important for understanding fusion welding processes . . . .
and welded materials:3 Direct experimental measurement quently used as effective values in consideration of the fluc-

of temperature and velocity fields in the weld pool is a dif- tyatlng components of velocities in the weld pool. Alterna-

! . }a/ely, the two-equatiork—e turbulence model has also been
ficult task and such measurements are restricted to the we . L ) . . :
used in estimating effective viscosity and effective thermal

pool surface in most cases. A recourse is to numerically SOIV%onductivit in the weld pod®?® However the two-
the equations of conservation of mass, momentum, and en- . y hoal. .
ergy to systematically study weld characteristics such aequatlonk—e turbulence model contains empirical constants

thermal cycles and weld pool dimensidhg.The computed that were originally developed to model parabolic fluid flow
B in large systems such as large pipes. Since the effective ther-

thermal cycles can be further used to quantitatively under- o ) ] SO

stand weld metal phase compositir9 grain structurd®! mal conductivity and viscosity are system properties, in this

) . 14 I work their values are determined from the combination of a
inclusion structuré?~**and weld metal composition changes

owing to both vaporization of alloying elemett$®and dis- heat trarz‘?,fz%fzga”d fluid flow model, an optimization
solution of gase$’!® Although the numerical simulation

algorithm; and a limited volume of experimentally
. m red wel | dimensions for vari weldin ndi-
models have been extensively used as a research®@dl, T coou ed weld pool dimensions for various welding cond
their use for designing and manufacturing activities in the

tions.
industry has been rather limited. An important difficulty is The optimization procedure attempts to estimate the un-
that these models need many input parameters some

Iépown parameters from the sensitivity of the known input
which cannot be accurately prescribed from fundamentan"Irlables with respect to the unknown parameters. The sen-

T 224 Sitivity terms are calculated by running the heat transfer and
principles? . . )
fluid flow model several times for small changes in the un-

Values of variables related to the workpiece geometry ; : .
. ) : known parameters. The computationally intensive nature of
welding parameters, and material properties are necessary for

numerical calculations of heat transfer and fluid flow in the
weld pool. In the case of laser welding, several of theseragLE I. Measured weld dimensions and welding paramefszs Ref. 35
parameters such as the laser power, spot diameter, and weld

ing speed can be specified with a reasonable degree of cer- Laser V‘I’e"_’t Sg_c’t W‘f'dt_ WZL?}
tainty. However, the values of effective thermal conductivity —o. 5¢t Power - velocly __~ facius penetration wi
. . . . index (W) (mms ) Absortivity (mm) (mm) (mm)
and the effective viscosity cannot be determined from funda-
mental principle€:?4~2Values of these variables are impor- ; 3888 ggg 8-32 1-2 1-08 4-88
tant, since they allow modeling of the high rates of transport 5 ' 1 L 11 4.
. . 3 5000 8.33 0.30 1.3 1.25 5.25
of heat, mass, and momentum in systems with strong fluctu- , 3200 333 0.30 14 1.75 4.00
5 4800 3.33 0.30 1.4 2.50 6.00
6 5000 3.33 0.30 1.3 2.25 6.75
3E|ectronic mail: debroy@psu.edu
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TABLE Il. Chemical compositioriwt %) of steel used for welding experi- TABLE IV. Data used for calculations of temperature and velocity fields

ments(for data set index 1, 2, 3, and Gee Ref. 35 (for data set index 1, 2, 3, and Gsee Ref. 3
C Cr W Mo Vv Co Mn Physical property Value
0.92 3.88 6.08 4.9 1.73 0 0.26 Liquidus temperaturel (K) 1700.0
- - Solidus temperaturdl s (K) 1480.0
Si S Ni P Cu Al Fe Ambient temperatureT, (K) 293.0
0.23 0.001 0.24 0.024 0.20 0.019 Bal.  pensity of liquid metalp (kg/n) 8.1x10°
Thermal conductivity of solidkg (W m™t K1) 25.08
Thermal conductivity of liquidk, (W m~1K™1) 25.08
Specific heat of solidCps(J kg K1) 711.0
these calculations has clearly affected similar efforts in thespecific heat of liquidCp (J kg™ K™% 711.0
past’®~3*These efforts completely ignored convection in theTemperature coefficient of surface tension, -05x10°?

. : dy/dT(Nm 1K™
weld pool and were based on heat conduction equatibifs. Coefficient of thermal expansio (K- L5x10°6

Recent advances in computational hardware and softwar\<,-t;Scosity of molten iron at 1823 Ky (kgmts?) 6.7% 103
now permit optimization calculations that consider heat

transfer and fluid flow in three dimensions. The approach

adopted here is inherently different from a neural network _ ) o )
technique where the input and output variables are relateyn€reP is the laser powetW), 7 is the absorptivityy, is
through a set of hidden nodes and their relationships do ndh€ Spotradiugm), v is the weld velocityms ), Cpsis the
have to comply with any physical law. In the research re-SpeC'ﬂg heat of solid metalJkg “K ™), pIS the density
ported in this article, the input welding parameters and thékgm ), L is the latent heat of fusiof0kg *) and T, and
output weld pool geometry are related by a phenomenologila are the liquidus and ambient temperatu(ks, respec-

cal framework of the equations of conservation of mass, motively. In Eq. (1), the numerator represents Fhe absorbed he?‘t
mentum, and energy. In effect, the complete proceduraP€’ unit volume a_md the denomln_ator depicts the change in
scheme acts as a smart model that identifies a few unknowi® enthalpy required to heat a unit volume of the metal from
parameters in an iterative manner starting from a set of thef@MmPient temperature to liquidus temperature. The computed
initial guessed values exploiting the phenomenological@lues ofNy, for different welds are given in Table VI.

framework.
Values of effective thermal conductivity and effective !l HEAT TRANSFER AND FLUID FLOW SIMULATION

viscosity are estimated through a combination of the  The flow of liquid metal in the weld pool in three dimen-

Levenburg—Marquardt method of nonlinear parameter optisional Cartesian coordinate system is represented by the fol-
mization, a numerical heat transfer and fluid flow model, andowing momentum conservation equatidf-223¢

a set of experimentally measured weld pool dimensions. The

. . . L _ U a(uiu.) J
optimization algorithm minimizes the error between the pre i +p i’ _
dicted and the experimentally observed penetration and the at IXi IXi

weld width included in Table | for six laser Welag.The wherep is the density is the time,x; is the distance along
chemical compositions of the steels used are pres&hited thei=1, 2, and 3 directionsy; is the velocity component

Tables I.I and Ill. T'he thermophysical properties used jn thealong thej direction,  is the effective viscosity, ang is the
calculations are g|ve°"_ﬁ in Tables IV and V. The welding o ,rce term for thgth momentum equation and is given
conditions presented in Table Il show various values of lasef, 21,22

power, spot diameter, absorptivity, and welding speed used.

In order to include these variations, a nondimensional repre- ap d au; (1—1))?
sentation of the effective heat input that considers the com- Si=- KJ“ (97(/‘37) i A
bined contribution of the laser beam characteristcg., la- . : . -
ser power and the spot sijzand welding parameter®.g.,

welding speeflis formed as TABLE V. Data used for calculations of temperature and velocity fiéiols
data set index 4 and) §see Ref. 3b

Wil @
IX; !

Uj‘f‘Sq, (3)

P7n
. 7Trt2)- " " Physical property Value
HI— ) Liquidus temperaturel (K) 1800.0
pCes(TL—Ta) +pL Solidus temperaturdls (K) 1760.0
Ambient temperatureTl , (K) 293.0
Density of liquid metal,p (kg/m™ %) 7.2x10°
TABLE IlI. Chemical compositioriwt %) of steel used for welding experi-  Thermal conductivity of solidks (W m™* K1) 25.08
ments(for data set index 4 and) see Ref. 3p Thermal conductivity of liquidk, (Wm *K™1) 25.08
Specific heat of solidCps(J kg K1) 754.0
c Cr w Mo v Co Mn Specific heat of liquidCp, (J kg 1 K™% 754.0
0.21 0.21 <0.05 0.05 <0.02 <0.05 1.52 Temperatur(ElCO?flﬁcient of surface tension, —0.5x10°%
dy/dT (Nm 1K™
Si S Ni P Cu Al Fe Coefficient of thermal expansiof (K ) 1.5x10°°
0.36 0.006 0.14  <0.005 0.14 0.01 Bal. Viscosity of molten iron at 1823 Ky (kgm s ) 6.7x10 3
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TABLE VI. Nondimensional value related to heat input. metal. Typical values of effective thermal conductivity are
much higher than that of the thermal conductivity of the

Laser Weld Spot L . .. . .

Dataset power  velocity radius liquid. The higher value is important, since it allows accurate
index (W) (mmsY Absorptivity (mm) Ny modeling of the high rates of transport of heat in systems
1 3500 833 0.30 13 20 with strong flgctuatlng velocities thaF are mevnaple in small

5 5000 3.33 013 13 41 Weld pools with very strong convection curreftsSince the
3 5000 8.33 0.30 1.3 45 Wweld is symmetrical about the weld center line only half of
4 3200 3.33 0.30 1.4 6.6 the workpiece is considered. The weld top surface is as-
S 4800 3.33 0.30 14 9.9 sumed to be flat. The velocity boundary condition is given
6 5000 3.33 0.30 1.3 104 &
a
au dy JT

M 9z fLﬁ X’
where p is the pressuref, is the liquid fraction,B is a
constant introduced to avoid division by zero, ab¢=1.6 dv dydT
% 10%) is a constant that takes into account mushy zone mor-  #9z ~ '-dT ay’
phology, andSh represents both the electromagnetic and
buoyancy source terms. The third term on the right-hand side
represents the frictional dissipation in the mushy zone acwhereu, v, andw are the velocity components along they,
cording to the Carman—Kozeny equation for flow through aandz directions, respectively, andly/dT is the temperature
porous medid’* The value of the effective viscosity in Eq. coefficient of surface tension. As shown in E@), theu and
(2) is a property of the specific welding system and not ay velocities are determined from the Marangoni effect. The
physical property of the liquid metal. Typical values of ef- w velocity is equal to zero since there is no flow of liquid
fective viscosity are much higher than that of the moleculaimetal perpendicular to the pool top surface. The heat flux at
viscosity?>?3293%The higher value is important, since it al- the top surface is given as

@)

w=0,

lows accurate modeling of the high rates of transport of mo- _—

mentum in systems with strong fluctuating velocities that are kﬂ _ dﬁ _ d(x“+y%) —re(TA—TY

inevitable in small weld pools with very strong convection Jz wrg rg a

currents?>?® The pressure field was obtained by solving the

following continuity equation simultaneously with the mo- —h(T—Ta), (8)

mentum equation: wherer, is the laser beam radiug,is the beam distribution
a(pu;) factor, P is the laser beam power; is the absorptivityg is

(4)  the Stefan—Boltzmann constaht, is the heat transfer coef-
ficient, andT, is the ambient temperature. The first term on

The total enthalpyH is represented by a sum of sensible the right-hand side is the heat input from the heat source,

heath and latent heat contertH, i.e., H=h+AH where defined by a Gaussian heat distribution. The second and third

h=/C,dT, C, is the specific heatT is the temperature, terms represent the heat loss by radiation and convection,

AH=f L, L is the latent heat of fusion, and the liquid frac- respectively. The boundary conditions are defined as zero

tion f_ is assumed to vary linearly with temperature in theflux across the symmetric surfadee., aty=0) a$-?*

mushy zoné

&Xi

Ju ow
1 T>T, WZO’ v=0, WZO’ 9
= TTL—TTSS Ts=T=Tu. ® Mo, (10
0 T<Ts ay

o . At all other surfaces, temperatures are set at ambient tem-
whereT, andTs are the liquidus and solidus temperature, perature and the velocities are set to be zero.

respectively. The thermal energy transport in the weld work-
piece can be expressed by the following modified energy, opTIMIZATION PROCEDURE
equation®* '

gh  a(uh) 9 [k oh A(AH)
Py tP o axlc, p

Optimization algorithms commonly utilized for param-
eter estimation include the Levenberg—Marquardt method,

Cp 9Xi at conjugate gradient technique, and conjugate gradient method
a(U;AH) with adjoint problem. These methods have been discussed
—pal—x, 6) elsewherd®=*2The Levenberg—Marquardt method involves
[

minimization of an appropriately constructed objective func-

wherek is the thermal conductivity. In the liquid region, the tion that depicts the error between the estimated and the cor-
value of the thermal conductivity in E@6) is taken as the responding known values of dependent variables. The itera-
effective thermal conductivity which is a property of the spe-tive solution procedure resembles the typical nonlinear least
cific welding system and not a physical property of the liquidsquare technique and is principally dependent on the sensi-
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tivity of the dependent variables to the unknown independentor penetration and weld width, respectively. The subseript
variables. The conjugate gradient technique is similar to thén each of the variables in E¢l1) corresponds to a specific
Levenberg—Marquardt method in the aspects of the objectiveveld in a series oM number of total welds§l =6, Table ).
function and sensitivity calculation. However, the iterativeln Eq. (11), f represents a given set of independent unknown
procedure in conjugate gradient technique involves the calparameters, which strongly influence the dependent vari-
culation of a suitable step size for each iteration along ables,p}, andw},, and hence, the objective functiod(f).
direction of descent. The direction of descent is obtained as bn the present workf consists of effective thermal conduc-
linear combination of the negative gradient direction at thetivity and effective viscosity of the liquid metain weld
current iteration and the same obtained in the previous itergool) taken in nondimensional form
tion. The conjugate gradient method with adjoint problem is
utilized if the unknown parameters can be expressed interms  ff}={f  f,}={k* u*}= Ker 'ueﬁ)
1 2 M .
of the coefficients of a known trial function. This method KL ma
uses a Lagrange multiplier, and does not require calculation | Eq.(12), k, , uq, Keir, and ue, respectively, refer to
of the sensitivity matrix that is inherent in both the previousthermal conductivity of liquid metal at melting temperature,
methods. Although both the Levenberg—Marquardt methogjiscosity of molten iron at 1823 K, effective thermal conduc-
and the conjugate gradient technique are suitable for thyity, and effective viscosity of liquid metal in weld pool.
problem considered in the present work, the first one hagssuming thaD(f) is continuous and has a minimum value,
been adopted here. The suitability of the Levenberg-the optimum values of the two unknowns are obtained by
Marquardt method for the optimization of multiple unknown differentiating Eq(11) with respect to each unknown param-

variables in the case of gas tungsten arc welding process h@ger and equating each of the derivatives to zero
already been reported in a previous wofk.

(12)

M *
Pm

*
—1)—=
mE:l (Pn~1) af;

The Levenberg—Marquardt optimization technique mini- d0(f) _
mizes an objective function that depicts the difference be- af; i:12_2
tween the computed and measured values of one or more ’
dependent or target variables. Considering the penetration M . awp,
and the width of the weld pool as the dependent variables, an +mE:1 (wn—1) (9_f|
objective functionO(f), is defined as =12
(PPt & waower? o 9
O(f)=mE:1 obs +m2:1 s where f; represents any one of the two unknowns as indi-
m m

cated in Eq(12). The partial derivatives gy, andw?, with
M M respect tof; in Eq. (13) are generally referred to as the sen-
=2 (ph—1)%+ X (wh—1)2, (1) sitivity of the computed weld width and penetration with
m=1 m=1 e
respect to the unknowns. The values of these sensitivity
where p;, andw;, are the penetration and the width of the terms are computed numerically by running the numerical
weld pool calculated by the numerical heat transfer and fluicheat transfer and fluid flow code and subsequently, calculat-
flow model, respectively, ang°’ and w°> are the corre- ing the derivatives. For example, the sensitivity of non-
sponding experimental measuremepf§.andw}, are nondi-  dimensional penetratiomy,, with respect tok*, is calcu-
mensional and indicate the extent of over- or underpredictiofated from the following relation:

pr Pr(K* + 8k*, u* ,other known parameters py,(k*,u*,other known parameters
ok* ok* ’

where sk* is very small compared witk*. The expression (13) are obtained from the solution of the numerical heat
(14) indicates that computation of each sensitivity termtransfer and fluid flow model for a certain setldf and u*,
needs two executions of the numerical heat and fluid flonand these unknown parameters do not explicitly appear in
analysis. Eqg. (13). Hence, this equation cannot provide a direct solu-
Thus, the optimization procedure, and in turn, the overalfion for k* and u*. As shown in the appendix, considerable
smart model, intends to solve E(L3) to obtain a specific féarrangements of Fhe equations are necessary o that they
solution of the unknown parameters. In other words, the op@N Serve as a basis for an iterative scheme to evaluate the
unknown parameters* and u*. The final equations take

timization routine targets to achieve the final setkéfand |
the following form:

#* using which the computeg, andwy, will be sufficiently
close to the corresponding®™ and we™ for all M sample [SH{Af)=—{S*] (15)
welds. Eventually, botipy, andwj, will move close to 1 and

Eq. (13) will thus be satisfied. Howevep;, andwy, in Eq. whereA f¥ are the increments of tHevalues aftek iteration;
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14-\1'1 1 1
1.0\ )13
8710. ] 016 ]
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1 3 5 7,9 11 13 15 17 1.3 5 7.9 11 13 15 17
k
50 — FIG. 2. Influence ofk* and u* on O(f). Welding parametersP
) =3500 W, 7=0.30,v=8.33 mm/s N,;,=2.9).
381
32 surface temperature gradient. Consequently, the radial con-
. A vective heat transport is decreased resulting in decrea$ed
u 261 at higherk*. On the other hand, an increase;ifi reduces
20 surface velocity, since a more viscous fluid flows slowly un-
14 der the same driving force. The reduced surface velocity
105y 1.1 leads to lower radial convective heat transfer, lower com-
81 1_30/ 12 puted weld width, and slightly higher peak temperature. The
2441 : increase in peak temperature enhances downward heat con-

13 5 7k* 9 1 1315 17 duction and leads to slightly higher computed penetration,
ph . At high values ok*, conduction is the main mechanism
FIG. 1. Influence ok* andx* on (a) p* and(b) w? . Welding parameters: ~ Of heat transfer and a changegfi cannot significantly alter
P=3500 W, »=0.30,0=8.33 mm/s {\;;=2.9). the surface velocity or the peak temperature. Thus, the com-
puted penetration or weld width do not change significantly
with u* at high values ok* as observed in Figs.(d@ and
1(b).

Figures 1a) and Xb) show that unit valuepy, andwj,
can be achieved with multiple combinations @f andk*.

*The values of the error in nondimension@l(f) is plotted
next in Fig. 2 as a function gf* andk*. Figure 2 indicates
that a specific combination gf* and k* to achieve mini-

The sensitivity of the computed weld pool dimensionsmum values ofO(f). However, two features are to be noted
with k* and u* was studied for each of the six welding here. Figure 2 represents a heat inpuiNgfi=2.9 in Table
conditions presented in Table I. Several heat transfer andll. There is no guarantee that the same combinatiopof
fluid flow calculations were carried out with different com- andk* will lead to a minimum error corresponding to other
binations ofk* and u* for each set of welding conditions. values ofNy,. Considering the selected combinationsudf
Figures 1a) and Xb) show a number of isocontours of, andk*, the turbulent Prandtl number may be defined as
and wy,, respectively, as a function df* and u* corre- c
sponding to the first data set in Table I. It is observed in Fig.  pr=2""P"
1(a) thatp}, increases ak* or u* increases. The increasing Ky
trend in pyy, with k* dampens slowly whek* is increased whereues=puq+ ur andkeg=Kk_+kr; uwt andky are the tur-
beyond a value of 7.0. Similarly, 8" increases beyond a bulent viscosity and conductivity to account for the fluctuat-
value of 5.0,py, becomes almost insensitive j&*. Figure ing fluid velocity within the weld pool. Since Pris
1(b) depicts thatv?, decreases d&* or u* increases. A&*  commonly*2° prescribed as 0.9, a dashed line is plotted in
increases beyond 7.@% becomes almost insensitive ¢ Fig. 2 corresponding to P+ 0.9. This line provides an ad-
and the influence dk* on w}, reduces considerably. ditional guideline for the selection of solutions.

The influence ok* and u* on the computed weld pool Figure 3 presents values of the objective functionf),
dimensions can be explained as follows. An increask*in  as a function ofu* andk* corresponding ttN,,,=9.87 along
promotes higher heat conduction within the weld pool. Thewith a dashed line representingPr0.9. Comparison of
dimensionless penetratiguf, increases with increase ki Figs. 2 and 3 show that in order to accurately calculate weld
because higher thermal conductivity facilitates heat transpodimensions, higher values of andk* are needed at higher
in the downward direction. However, the higher the en-heat inputs. Similar calculations for other values\yj; fur-
hanced thermal conductivity, the lower will be the resultingther confirm this trend. The calculations demonstrate the un-

[S] and{S*} are defined in the appendix by Eq#16) and
(A17), respectively. The iterations are continued until the
objective function defined by Eq11) is minimized. The

solution methodology is discussed in details in the appendi

IV. RESULTS AND DISCUSSION

(16)
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50 16 T T T T
—— with initial guess (a)
444 14 4—0— after 2 iterations 1
28 . —%— after 3 iterations
i —¥— after 4 iterations 7]
304 10{—< after 6 iterations i
5 P after 7 iterations
264 84 / ]
H . K o
1 6 / .
144 4 /d) ]
_—O
81 21 8 o—o EEE
2 0 : . T ;
1 2 4 6 8 10 12
Non-dimensional heat input, N,
FIG. 3. Influence ofk* and u* on O(f). Welding parametersP 60
=4800 W, »=0.30,v=3.33 mm/s ;,=9.9). —— with initial guess )
50 —O— after 2 iterations
| —— after 3 iterations ]
. — * % —X— after 4 iterations
derlymg_prmmple t_hatu andk* in weld pool are_depende_zrjt 40— after 6 iterations 4
on heat input. Their values depend on the welding conditions —p>— after 7 iterations
. . *
rather than the nature of the liquid metal. The value&’of 301 /ﬁ‘r J
and u* can be expressed as 3
204 %)K o
*
k - Cl+ CZ NH| ) O/
1 10 _— -
u*=C3+Cy4 Ny, an —&
0+ O=—T———[T]

whereC; and C3 are the minimum values of the effective > ) 5 8 0 12

conductivity and effective viscosity, respectively, abgland Non-dimensional heat input, N,

C, constants. Thus, the objective functidd(f), is now a

function of C,, C,, C3, andC, as they will determine a FIG. 4. Progress of calculation with first set of initial guessed values. The

specific set ok* and u* for a specific heat input. Further- 9uessed values are presented in Table VII.

more, sincek* and u* equals 1 at low values of heat input,

values of bothC,; andC3 are one. The optimization routine

can be used to estimate the most suitable valueS,oind  calculations for three sets of initial guessed values and Fig. 7

C, that will provide a set ok* andu* for eachN, . Hence, shows that howO(f), the error, reduces with number of

Eqg. (12) is modified as iterations. In Figs. 4—6, instead of presenting the changes in

values ofC, andC, with a number of iterations, the corre-

f}={f1 f2}={C; Ca}. (18) sponding pzatternsﬁh* and u* with respect td\,,, are plot-

Furthermore, the optimization routine will be guided by theted at different iterations. Figurga@ and 4b) show howk*

fact that the desired set & and u* for eachNy, should andu* change withNy, after various iterations. The linearly

have a Py close to 0.9. increasing trend in both cases stabilizes after about six itera-
To start the optimization calculation, a set of initial tions. The values dt* range from 3.4 alN,,=2.9 to a value

guessed values are necessarydgrandC,. The final results  of 9.7 atNy,=10.4. The corresponding values @t are set

were not affected by the choice of the initial guessed valuedrom 11.8 atN,,;=2.9 to a value of 39.6 atl;,=10.4. The

The values of these three sets of initial guessed valueSfor stabilization of error with the initial guessed values after six

andC, and the corresponding initial valueslkdf andu* are iterations is also evident in Fig. 7. Similarly, Figgaband

presented in Table VII. Figures 4—6 show the results of theés(b) depict the trends irk* and u* with respect toN,, at

TABLE VII. Final values ofk* and u* for all data sets with different initial guesses.

Initial guess Initial guess Initial guess
(1st set (2nd set (3rd sej Final values

Datt"" C,:0.1;C,:0.1 C,:1.0;C,:1.0 C,:2.0;C,:2.0 C,:0.84;C,:3.72

se

index k* w* k* w* k* w* k* w*
1 1.29 1.29 3.90 3.90 6.80 6.80 3.43 11.80
2 1.41 1.41 5.14 5.14 9.29 9.29 4.47 16.40
3 1.45 1.45 5.49 5.49 9.98 9.98 4.76 17.71
4 1.66 1.66 7.58 7.58 14.16 14.16 6.52 25.48
5 1.99 1.99 10.87 10.87 20.74 20.74 9.29 37.72
6 2.04 2.04 11.37 11.37 21.73 21.73 9.70 39.58
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18 — T T 10.04 . T T
—O— with initial guess (@) ] —0— Initial guess : set 1
161—0— after 2 iterations . 50 —o— Initial guess : set 2
14 —=— after 3 iterations 3 —A— |nitial guess : set 3
=% after 4 iterations )
12— after 5 iterations i O(f)
* —>— after 6 iterations
K 101 . 1.0+ 1
81 ] 0.5
6 4
44 i
2 T T T T 0.1 T T T
2 4 6 8 10 12 0 2 4 6 8
Non-dimensional heat input, N, Number of iterations
FIG. 7. Progress of)(f) with three sets of initial guessed values. The
60 [— with nitial gues's T ® | guessed values are presented in Table VII.
50 —O— after 2 iterations

—— after 3 iterations
1—%— after 4 iterations

40— after 5 iterations /g)ﬁ .
1—>— after 6 iterations OO 1

well as the corresponding combinations Iof and u* for
eachNy, are presented in Table VII. Pin each case also

* a0 ] remains close to 0.9. The final form of Ed.7) can be pre-
H ] ] sented as
201 7~ ] k*=1.0+0.84 Ny,

¥ =1.0+3.72 Ny . (19
The choice of initial values did not affect hokf and
w* varied withNy, . However, the initial values affected the
total number of iterations needed to achieve converged solu-
FIG. 5. Progress of calculation with second set of initial guessed values. Thion. It is useful to look into the number of heat transfer and
guessed values are presented in Table VII. fluid flow analyses needed per iteration. The number of runs
is equivalent to the number of unknowns multiplied by the
] ) ) ) o number of sample weldgor sensitivity calculatiohplus the
different iterations with the second set of initial guessed Va"number of weldgfor error verification. Therefore, it is use-
ues. The final trends in bokt and u* have remained same ¢ 15 reduce even a single iteration by appropriate choice of
as obtam_ed previously. Both Flgs;(aﬁ and 3b) _ShOV\_’ N0 the initial guessed values. The computed valuep;hfand
changes in the trends d&* and u* after four iterations. w?*, using the optimized values fér* andx* corresponding

Figure 6 shows that with the third set of initial guessed val-,[0 all values ofN,, are next plotted in Fig. 8. Although a
ues, the trends ik* andu* with respect td\,, at different H! -

) . . . ) fairly satisfactory agreement is obtained between the com-
iterations and the final values & and u* for different

) . ; uted and measured weld dimensions, the weld dimensions
values ofNy, remain same as previous. Figures 6 and 7 als

- _ . : : 1 “are slightly overpredicted for the material composition pre-
indicate that the optimum solution with the third set of initial sented in Table II. It can be observed from Fig&)land

guessed values |s_ach|eved after four iterations after wh|cl_ql(b) that p* tends to be one at lower values lof and u*
the error does not improve. The final values®fandC, as

10 l:I/I:I:| -
{ g—m— ]

0 T T T T
2 4 6 8 10 12

Non-dimensional heat input, N,

3.0 r T T T
60 T T T '
—0O— with initial guess o Pun
—O— after 2 iterations " .
® 501 —— after 3 iterations O 1 @ o 1w,
% —<t— after 4 iterations 220 .
£ 40{—>—after 5 iterations ] 5
S * >
g H 5
c 7] Ee O
: i ek P |
g & H
1 ©
< o
-}
0.0 T T T T
2 4 6 8 10 12
12 Non-dimensional heat input, N,

Non-dimensional heat input, N,
FIG. 8. Computed values gff, andw}, using the optimized set df* and
FIG. 6. Progress of calculation with third set of initial guessed values. Theu* for all values ofN,;, . Data used in the calculation are given in Tables IV,
guessed values are presented in Table VII. V, and VII.
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V. SUMMARY AND CONCLUSIONS

1073 K
800 K

A smart model embodying the Levenberg—Marquardt

e
=]

- E method of parameter estimation and three-dimensional nu-
—1oZ merical calculations of heat transfer and fluid flow is devel-
- % oped here for the estimation of effective thermal conductivity
02m/s —2.0 £ and effective viscosity in weld pool. Experimental data on
| | | | - E weld penetration and width for six conduction mode laser
iy

welds were used. The computed weld dimensions were
Width (mm) found to be sensitive to both the effective thermal conduc-
_ , tivity and effective viscosity. It is found that the effective
FIG. 9. Experimentally determined and computed weld pool geometry. Th hermal conductivity and effective viscosity depended on the
length of the black arrow shows the magnitude of the velocities and the soli . h . | both . h |
lines show the isotherms. Welding parametd?s: 3500 W, »=0.30, and eat 'nPUF- The optlmum Va.ues _Of ot effecuve therma
v=8.33mm/s N,,=2.9); Other data used in the calculations are given in conductivity and effective viscosity were independent of
Tables IV and VIL. their initial guessed values. However, their initial choice af-
fected the volume of numerical calculations. The accuracy of
the estimated values was verified using the numerical heat

transfer and fluid flow model and the experimental data.

while w}, tends to be 1 at higher values kf and x* and
both p;, andwyj, are slightly higher than 1 for intermediate ACKNOWLEDGMENTS
values. Although the smart model attempts to find the total

composite error, since the relations between weld dimensions The work was supp_orted by a grant from t_he U.S. I_De_-
with k* and u* are not linear, the errors in bofif, andw? partment of Energy, Office of Basic Energy Sciences, Divi-
1 m

mav not be equal in maanitude sion of Materials Sciences, under Grant No. DE-FGO2-
y 4 9 ' 01ER45900. Valuable critical comments from A. Kumar are
A comparison between the computed weld pool geom- ;
. . a&)premated.
etry and the experimentally measured geometry is presente
in Fig. 9. The calculated results also show the temperature
contours and the computed velocity field. The computed veAPPENDIX
locity field shows that the liquid metal is transported from . . Lo
. . In order to explain the basic concept for the optimization
the middle of the pool outwards to the periphery due to nega- : - . . .
. . . in details, a simplified system involving one dependent vari-
tive temperature coefficient of surface tension.
" . : o . able and two unknown parametefg,andf,, measured un-
The values ok* andu* obtained in this work are in the : . I : ; ;
. . der six welding conditions is considered first. Equat{@B)
range of enhancement factors reported in the literature. For

. i forf f
example, an effective value of 30 for bokif and u* was o be written forf, andf, as

reported to result in best prediction of GTA weld 6 pr,
dimensiong® A value of 100 for bothk* and u* was also mE_l [(pﬁ_l 21|70 (A1)
indicated to be possible for welds with high depth of - !
penetratiorf> When thek—e turbulence model with a spa- 6 ap,
tially varying effective viscosity was used, a maximum value mE:l (pm—1) t, =0. (A2)

of 16 for u* was reported for stationary GTA weld pddl.
Although the relationships betweé¥, andk* and u* de-  The values of the two unknown$; andf,, cannot be di-
termined in this work are valid for the specific conditions of rectly obtained from the earlier equations since they do not
welding considered here, two important issues are to b@ppear explicitly in these equations. However, the dependent
noted. First, the values of botk* and x* are needed for Variablepy, can be expanded using the Taylor’s series expan-
phenomenological modeling, i.e., for the calculation of weldsion to explicitly contain values of increments andandf,.

pool geometry and cooling rate using numerical heat transfegonsidering two successive iterationspif and taking only

and fluid flow model. Second, because of organized researdhe first order terms

in recent years, there is now a growing quantitative knowl- a(p*)k
edge base for fusion welding, consisting of data, mecha- (p’r;])k+1=(p;)k+ il
nisms, models, rules, and laws applicable specifically for fu-

sion welding. Significant expansion of this knowledge basewhereAf'{ andAfg are two unknown increments &f and

is necessary for it to serve as a basis for the control of weldf,. All other terms on the right-hand side of EGA3) are

ing processes aimed at achieving defect free, structurallgonsidered to be known. The value jf, at the end of k
sound welds, and eventually transform welding to a main-+ 1)th iteration, p%)*, is unknown sinceA f¥ and Af¥,
stream engineering branch. The development of smart modind hencef, andf, after (k+ 1)th iteration are unknown. It
els of welding, that can determine uncertain welding paramshould be noted here thaf}, is always considered to be
eters from a limited volume of experimental data, is aevaluated through the numerical heat transfer and fluid flow
contribution toward expanding this quantitative knowledgesimulation using a corresponding setfgofand f, and other
base. known parameters.

apr)
ot

Afk+ AfE, (A3)

af
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The Egs.(A1l) and (A2) are rewritten replacing;, by

(pr)<tas
6 *\k+1
> {[(pﬁ)k“—u%}w, (A4)
m=1 0')fl
6 *\k+1
> {[(pmk“—uM]:o. (A5)
m=1 af,

Substituting ():;1)'“rl by the terms on the right-hand side of
equation(A3), both equationgA4) and(A5) are rewritten as

6 k k
m=1 af,
a(p:;)k a(pp)X
*\k k k
al (px)k+ it AfK+ it Af¥
% ot
=0, (A6)
6 *\k *\k
a(pm) (pm)
*\k k k_
mE:l [(pm) tn AN ARl
a(pp)X a(pl)*
* k k m k
| (pm)“+ o, Afi+ o, Af;
x o,
=0. (A7)

Neglecting  higher  order differentials  such
a1t [ a(pk) ot ]A T}, Egs.(A6) and (A7) are simplified
as

6 k k ] *\k
(pm) a(Pm) d(pm)
K k k _
mZ)J (pX)k+ Af¥+ ~at, ——Af5— _—&fl 0,
(A8)
6 r k *\k 1 *\ K
a(Pm) d(Pm) d(Pm)
%k k k_ _
mEl{_(pm) * af, Afit af, Afz 1_ af, 0.
(A9)
Equations(A8) and (A9) can be rearranged as
6 k k
AR a(pR) ] PR ApEM]
m=1 07f1 19f Af mz:]_ &fl 0f2 Af
a(pi)
=—E: { (PR 111, (AL0)
6 *\k *\k 6 *\k *\k
J J J J
> (pX)* a(pr) AfEE S (Pm)* 9(Pm) At
m=1| dfs af4 m=1| dfs af,
6 k
a(Pm)
-2 f " [(pp) =11 (A11)
m=1
Equations(A10) and(A1l) can also be expressed as
SIATK+ S AfE=—SP, (A12)

A. De and T. DebRoy

SHATK+S,AfK=—SB. (A13)

Equations(A12) and (A13) can be expressed in a matrix
form as

Si1 Sio|[Afk S
{821 SZZHA‘CE]:_[SE] A
or
[SHAfG=—{s*}, (A15)
where
Su S
s, szj

I APk a(pr)k
1 odfy af,

26 A(pE)K a(p* )k
=1 c?fl c?fl m

Mo

T1& apEkapnk & alps)k a(pk)k
_mEzl af, afq mzzl af, af,
(Al16)
and
6 k
(pm>
o | > [(pf)<—1]
[s)= [S] " (A17)
S 6 (pm>k '
mEzl [(pf)<—1]

Thus, Egs.(Al) and (A2) are modified to Eq(Al4)
where the two unknown incremental terii$¥ and A f are

as explicitly defined in terms of known quantities. All other

terms in Eq(A14) are known at the end &th iteration. The
variablesAfX and Af§ are determined from the solution of
Eq. (A14). The unknown parametefs andf, after (k+1)th
iteration are obtained from the following relations:

fi" =5+ At

A18
5 =15+ ATK. (A18)
The updated values df** andf§"* are used next to evalu-
ate (p5) "1 through the numerlcal heat transfer and fluid
flow simulation. NextO(f) is calculated from the following
equation:

6
=2 [(pp)*<i-1)?=0. (A19)

The value ofO(f) calculated from Eq(A19) is compared
with that calculated previously aftéth iteration. Values of
f, andf, are assumed to have converged when the value of
O(f) calculated from Eq(A19) after (k+ 1)th iterations is
found to be smaller than a predefined small number.

For two dependent variables;, andwy,, the expression
(Al16) is modified as

[S] . [ Sll S12

s S (A20)

where
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@ move close to the optimum values. As a result, the magjx
may tend to become a singular matrix. To avoid any numeri-
cal instability, Eq.(A15) is further modified following the
Read all data and initial values Levenburg_Marquardt method as
b S+ AD{Af = —{s* A25
Calculate (p,)* and (w ¢, )* corresponding (ts] N i s ( )
to M sample welds using direct analysis  |¢— where \ is a scalar damping coefficient which is usually
1 taken as 0.001l. is a diagonal matrix defined ¥s
Compute Off* ) (equation (11))
. Sy O
and [S] (equation (A-20)) - . ( A26)
0 Sp
Calculate {Af*} (equation (A-27)) Hence, Eq(A25) can be rewritten as
and f*'} (equation (A-18)) )
1 Su S Suu 0|\ [Af] s,
+\ K(=—1ap(- (A27)
| Correct '} for Pry | Su S 0 S/ Af; S

The order ofl will always be same as that of the matfi].
|c:alcu1ate(p;,)k+1 and (w°,)**! for all wclds| Thus, the produckl in Eq. (A25) ensures that the left hand
term in Eq.(A26) will remain nonzero even if the determi-
nant of the matrifS] is zero. The sequence of steps involved
in the modeling is shown in Fig. 10.

| Compute O(f k“) (equation (11}) |
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