Measurement of weld pool temperature during laser spot welding is a difficult task because of the short pulse duration, often lasting only a few milliseconds, highly transient nature of the process, and the presence of a metal vapor plume near the weld pool. This article describes recent research to estimate weld pool temperatures experimentally and theoretically. Composition of the metal vapor from the weld pool was determined by condensing a portion of the vapor on the inner surface of an open ended quartz tube which was mounted perpendicular to the sample surface and coaxial with the laser beam. It was found that iron, chromium, and manganese were the main metallic species in the vapor phase. The concentrations of Fe and Cr in the vapor increased slightly while the concentration of Mn in the vapor decreased somewhat with the increase in power density. The vapor composition was used to determine an effective temperature of the weld pool. A transient, three-dimensional numerical heat transfer and fluid flow model based on the solution of the equations of conservation of mass, momentum and energy was used to calculate the temperature and velocity fields in the weld pool as a function of time. The experimentally determined geometry of the spot welds agreed well with that determined from the computed temperature field. The effective temperature determined from the vapor composition was found to be close to the numerically computed peak temperature at the weld pool surface. Because of the short process duration and other serious problems in the direct measurement of temperature during laser spot welding, estimating approximate values of peak temperature from metal vapor composition is particularly valuable. © 2003 American Institute of Physics.

I. INTRODUCTION

Laser spot welding is characterized by highly transient nature and very short duration of the process. The welding is often completed in a few milliseconds and the heating and cooling rates attained are many times higher than those typical in steady-state linear laser welding process. Knowledge of temperature and velocity fields, solidification rate, and thermal cycles are important to determine the geometry, composition, structure, and the resulting properties of the spot welds. Understanding the formation of nonequilibrium phases and solidification cracking based on fundamental principles requires knowledge of the heating and cooling rates. Experimental measurements of temperature and velocity fields during laser spot welding are difficult because of the insufficient time for measurement and the highly transient nature of the welding process. In addition, the weld pool is often covered by a metal vapor plume. Because of these difficulties, no generally available technique has been developed to date to measure temperature and velocity fields in the weld pool during laser spot welding.

During high energy laser beam welding of important engineering alloys, the metal in the weld pool can be heated to very high temperatures and significant vaporization of volatile alloying elements often takes place from the weld pool surface. The loss of alloying elements can result in significant changes in the microstructure and degradation of mechanical properties of weldments. During welding of stainless steels, the main constituents of the metal vapor are iron, manganese, chromium, and nickel. In high manganese stainless steels, such as AISI 201, iron and manganese are the prominent vapor species in the welding environment. In order to minimize the mass loss during high power laser welding, it is necessary to quantitatively understand the role of various factors that affect the alloying element vaporization. The most important factors in determining the rate of vaporization of different elements are the temperature distribution on the surface and the weld metal chemical composition.

During laser welding, a strong spatial gradient of temperature exists on the weld pool surface. The resulting gradient of surface tension is the main driving force for the strong recirculating flow of molten metal in the weld pool. In addition, the buoyancy force resulting from the spatial variation of density also contributes to the motion of the weld pool, although to a much lesser extent than the surface tension gradient. Because of the strong recirculating flow, the weld pool can be reasonably assumed to be well...
mixed and compositionally homogeneous. For a weld pool of known composition, the vaporization rates of various alloying elements are strongly affected by the surface temperatures. Since the middle region of the weld pool surface is at a much higher temperature than the periphery, it is fair to expect that much of the vaporized species originate from the middle of the weld pool surface. Since the relative rates of vaporization of two alloying elements are determined by the local temperature, the measured vapor composition can provide a rough idea of the peak temperature at the weld pool surface.

In recent decades, numerical models have been developed to understand the heat transfer and fluid flow during welding. These models have been widely utilized to quantitatively understand thermal cycles and fusion zone geometry.\(^\text{17-25}\) Results from the heat transfer and fluid flow study have also been used to study weld metal phase composition,\(^\text{26-28}\) inclusion structure,\(^\text{29-31}\) grain structure,\(^\text{32-34}\) and for prevention of porosity in welds.\(^\text{35}\) However, most of these studies were focused on linear steady state welds and not on very short duration laser spot welds. Although a limited number of investigations of spot welds have been undertaken in the past, the time scales studied were much longer than the typical few milliseconds involved in laser spot welds. A detailed experimental and theoretical study of laser spot welding has not been undertaken.

In this article, recent theoretical and experimental research to estimate weld pool temperatures are described. A transient, three-dimensional numerical heat transfer and fluid flow model based on the solution of the equations of conservation of mass, momentum and energy was used to calculate the temperature and velocity fields in the weld pool as a function of time. The effects of spatial variation of surface tension and buoyancy were considered to determine the weld pool convection as a function of time. Very fine grids and small time steps were used to achieve accuracy in the calculations. The model was tested by comparing the experimentally determined geometry of the spot welds with those obtained from the computed temperature fields. Composition of the metal vapor from the weld pool was determined by condensing a portion of the vapor on the inner surface of a both end open quartz tube which was mounted perpendicular to the sample surface and co-axial with the laser beam. The vapor composition was used to determine an effective temperature of the weld pool for various welding conditions. This technique is shown to be a useful method to determine rough values of peak temperature during laser spot welding. No other reliable method for the estimation of peak temperature during laser spot welding has emerged so far because of the very short duration and highly transient nature of the laser spot welding process.

II. EXPERIMENTAL PROCEDURE

Several 304 stainless steel laser spot welds were fabricated at the Sandia National Laboratories. The alloy composition was: 1 wt % Mn, 18.1 wt % Cr, 8.6 wt % Ni, 0.69 wt % Si, 0.046 wt % C, 0.012 wt % P, 0.003 wt % S, and balance Fe. A schematic diagram of the experimental setup is presented in Fig. 1. During laser spot welding, a cylindrical 6 mm inner diameter by 25 mm long, open ended quartz tube was placed coaxial to the laser beam and right above the 304 stainless steel samples. The vaporized elements were collected as condensation on the interior surface of the tube. A Raytheon SS 525 pulsed Nd:YAG laser was used for laser spot welding with pulse energies of 2.12 and 3.19 J and pulse durations of 4.0 and 3.0 ms, respectively. The laser beam was focused inside the quartz tube with a 100 mm focal length lens. For each combination of energy and duration, the laser beam was defocused to different extents to obtain various spot diameters and power densities. To increase the amount of vapor condensate collected, 50 individual spot welds were made on each of the 3 by 10 by 17 mm samples. The spot welds were made in ambient air since it was impractical to provide inert gas shielding inside the quartz tube for each spot weld. The experimental parameters are indicated in Table I.

The quartz tube samples were examined using the JEOL 8600 Electron Microprobe x-ray analyzer to determine the vapor composition. The evaporation products had the consistency of fine dust. The quartz tubes were broken and a suitable fragment from each experiment was mounted to expose the deposit. Due to the geometry of the samples and their highly porous nature, the probe was not operated in an automated mode. Instead a series of spot measurements of the \(K\) values (count rate ratios of unknown to standards) were made on each sample. The \(K\) value measurements were converted to approximate oxide ratios and averaged together for each sample.

III. MATHEMATICAL FORMULATION

A. Assumptions

The weld metal was assumed to be incompressible, Newtonian fluid. Constant thermophysical properties were

<table>
<thead>
<tr>
<th>Sample No.</th>
<th>Pulse energy (J)</th>
<th>Beam radius (mm)</th>
<th>Power density (W/mm(^2))</th>
<th>Pulse duration (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>E</td>
<td>2.12</td>
<td>0.289</td>
<td>2020</td>
<td>4</td>
</tr>
<tr>
<td>B/F</td>
<td>2.12</td>
<td>0.247</td>
<td>2765</td>
<td>4</td>
</tr>
<tr>
<td>C</td>
<td>2.12</td>
<td>0.227</td>
<td>3274</td>
<td>4</td>
</tr>
<tr>
<td>D</td>
<td>2.12</td>
<td>0.171</td>
<td>5769</td>
<td>4</td>
</tr>
<tr>
<td>G</td>
<td>3.19</td>
<td>0.326</td>
<td>3185</td>
<td>3</td>
</tr>
<tr>
<td>A</td>
<td>3.19</td>
<td>0.28</td>
<td>4317</td>
<td>3</td>
</tr>
</tbody>
</table>
used for the calculations and the variation of absorption coefficient of the laser by the stainless steel at different temperatures was ignored for simplicity.

B. Governing equations

Because of the axisymmetric nature of the spot welding, the governing equations can be solved in two dimensions to calculate the temperature and velocity fields. However, since the model is also used for welding with a moving heat source, a transient, three-dimensional, heat transfer and fluid flow model was used for the laser spot welding. The following momentum conservation equation was solved:36

\[ \rho \frac{\partial u_i}{\partial t} + \rho (u_i u_j) = \frac{\partial}{\partial x_j} \left( \mu \frac{\partial u_i}{\partial x_j} \right) + S_j, \]

where \( \rho \) is the density, \( t \) is the time, \( x_i \) is the distance along the \( i \)-th dimension, \( u_j \) is the velocity component along the \( j \)-direction, \( \mu \) is the effective viscosity, and \( S_j \) is the source term for the \( j \)-th momentum equation and is given as

\[ S_j = -\frac{\partial p}{\partial x_j} + \frac{\partial}{\partial x_j} \left( \mu \frac{\partial u_i}{\partial x_j} \right) - C \left( \frac{1-f_L}{f_L+B} \right) u_j + \rho g \beta (T-T_{ref}), \]

where \( p \) is the pressure, \( f_L \) is the liquid fraction, \( B \) is a constant introduced to avoid division by zero, \( C (= 1.6 \times 10^3) \) is a constant that takes into account mushy zone morphology, \( \beta \) is the coefficient of volume expansion, and \( T_{ref} \) is a reference temperature. The third term on the right-hand side (RHS) represents the frictional dissipation in the mushy zone according to the Carman–Kozeny equation for flow through a porous media.37,38 The value of effective viscosity in Eq. (1) is a property of the specific welding system and not an inherent property of the liquid metal. Typical values of effective viscosity are much higher than that of the molecular viscosity.24,25 The higher value is important, since it allows accurate modeling of the high rates of transport of heat in systems with strong fluctuating velocities that are inevitable in small weld pools with very strong convection currents. The pressure field was obtained by solving the following continuity equation simultaneously with the momentum equation:

\[ \frac{\partial (\rho u_i)}{\partial x_i} = 0. \]

The total enthalpy \( H \) is represented by a sum of sensible heat \( h \) and latent heat content \( \Delta H \), i.e., \( H = h + \Delta H \), where \( h = f_C p dT \), \( C_p \) is the specific heat, \( T \) is the temperature, \( \Delta H = f_L L \), \( L \) is the latent heat of fusion, and the liquid fraction \( f_L \) is assumed to vary linearly with temperature in the mushy zone

\[ f_L = \begin{cases} 1 & T > T_L \\ \frac{T - T_S}{T_L - T_S} & T_L \leq T \leq T_S \\ 0 & T < T_S \end{cases}, \]

where \( T_L \) and \( T_S \) are the liquidus and solidus temperature, respectively. The thermal energy transport in the weld work-piece can be expressed by the following modified energy equation:2,23

\[ \rho \frac{\partial h}{\partial t} + \rho (u_i h) = \frac{\partial}{\partial x_j} \left( \frac{k}{C_p} \frac{\partial h}{\partial x_j} \right) - \rho \frac{\partial (u_i h)}{\partial x_i} - \rho \frac{\partial (u_i \Delta H)}{\partial x_i}, \]

where \( k \) is the thermal conductivity. In the liquid region, the value of the thermal conductivity in Eq. (5) is taken as the effective thermal conductivity which is a property of the specific welding system and not an inherent property of the liquid metal. Typical values of effective thermal conductivity are much higher than that of the thermal conductivity of the liquid. The higher value is important, since it allows accurate modeling of the high rates of transport of heat in systems with strong fluctuating velocities that are inevitable in small weld pools with very strong convection currents.24,25 The weld top surface is assumed to be flat. The velocity boundary condition is given as

\[ \frac{\partial u}{\partial z} = f_L \frac{d\gamma}{dT} \frac{dT}{dx}, \]

\[ \frac{\partial v}{\partial z} = f_L \frac{d\gamma}{dT} \frac{dT}{dy}, \]

\[ w = 0, \]

where \( u \), \( v \), and \( w \) are the velocity components along the \( x \), \( y \), and \( z \) directions, respectively, and \( d\gamma/dT \) is the temperature coefficient of surface tension. As shown in this equation, the \( u \) and \( v \) velocities are determined from the Marangoni effect. The \( w \) velocity is equal to zero since there is no flow of liquid metal perpendicular to the pool top surface. The heat flux at the top surface is given as

\[ k \frac{\partial T}{\partial z} = \frac{f Q \eta}{\pi r_b} \exp \left( -\frac{f(x^2+y^2)}{r_b^2} \right) - \sigma \epsilon (T^4 - T_a^4) - h_c (T - T_a), \]

where \( k \) is the power density distribution factor, \( Q \) is the total energy of the heat source, \( \eta \) is the absorption coefficient, \( r_b \) is the heat source radius, \( \sigma \) is the Stefan–Boltzmann constant, \( h_c \) is the heat transfer coefficient, and \( T_a \) is the ambient temperature. The first term on the RHS is the heat input from the heat source. The second and third terms represent the heat loss by radiation and convection, respectively. For laser welding, laser power density distribution factor \( f \) is taken as 3.0. Laser power and beam radius were experimentally measured. The reported values of the absorption coefficient vary significantly.39–42 For example, Cremers et al.40 indicated absorption coefficient of Nd:YAG laser in 316 stainless steel in the range of 0.21–0.62. The absorption coefficient has been related to the substrate resistivity and the wavelength of the laser radiation by the following relation:42

\[ \eta(T) = 0.365 \left( \frac{\alpha}{\lambda} \right)^{1/2} - 0.0667 \left( \frac{\alpha}{\lambda} \right) + 0.006 \left( \frac{\alpha}{\lambda} \right)^{3/2}, \]
TABLE II. Data used for calculations.

<table>
<thead>
<tr>
<th>Property/Parameter</th>
<th>Value$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density of liquid metal (kg/m³)</td>
<td>7.2×10³</td>
</tr>
<tr>
<td>Absorption coefficient</td>
<td>0.27</td>
</tr>
<tr>
<td>Effective viscosity (kg/m s)</td>
<td>0.1</td>
</tr>
<tr>
<td>Solidus temperature (K)</td>
<td>1697</td>
</tr>
<tr>
<td>Liquids temperature (K)</td>
<td>1727</td>
</tr>
<tr>
<td>Enthalpy of solid at melting point (J/kg)</td>
<td>1.20×10⁶</td>
</tr>
<tr>
<td>Enthalpy of liquid at melting point (J/kg)</td>
<td>1.26×10⁶</td>
</tr>
<tr>
<td>Specific heat of solid (J/kg K)</td>
<td>711.8</td>
</tr>
<tr>
<td>Specific heat of liquid (J/kg K)</td>
<td>837.4</td>
</tr>
<tr>
<td>Thermal conductivity of solid (J/m s K)</td>
<td>19.26</td>
</tr>
<tr>
<td>Effective thermal conductivity of liquid (J/m s K)</td>
<td>209.3</td>
</tr>
<tr>
<td>Temperature coefficient of surface tension (N/m K)</td>
<td>-0.43×10⁻³</td>
</tr>
<tr>
<td>Coefficient of thermal expansion</td>
<td>1.96×10⁻³</td>
</tr>
</tbody>
</table>

$^a$See Refs. 43–47.

where $\lambda$ is the wavelength (cm) and $\alpha$ is the electrical resistivity of the materials (Ω cm). The average electrical resistivity of 304 stainless steel is 80 $\mu$Ω cm$^{43}$ and the wavelength of Nd:YAG laser is 1.064 μm. Substituting these values into Eq. (8), the absorption coefficient is obtained as 0.27, which is the value taken in the calculations reported in this article. The data used for calculations$^{43–47}$ are presented in Table II. The boundary conditions are defined as zero flux across the symmetric surface as

$$\frac{\partial h}{\partial y} = 0, \quad \frac{\partial v}{\partial y} = 0, \quad \frac{\partial u}{\partial y} = 0,$$

(9)

$$\frac{\partial h}{\partial y} = 0.$$

(10)

At all other surfaces, temperatures are set at ambient temperature and the velocities are set to be zero.

The governing equations were discretized and solved iteratively on a line-by-line basis using a tridiagonal matrix algorithm. The detailed procedure to solve the equations is described in the literature.$^{36}$ After obtaining the values of the sensible enthalpy, $h$, on computational domain, temperature can be expressed as

$$T = \begin{cases} 
T_{\text{solid}} + \frac{h - H_{\text{melt}}}{C_{pa}} & \text{for } h \leq H_{\text{melt}} \\
T_{\text{solid}} + \frac{h - H_{\text{melt}}}{C_{pa}} = T_{\text{solid}} + \frac{h - H_{\text{melt}}}{H_{\text{melt}}} (T_{\text{liquid}} - T_{\text{solid}}), & \text{for } H_{\text{melt}} < h < H_{\text{calc}} \\
T_{\text{liquid}} + \frac{h - H_{\text{calc}}}{C_{pt}} & \text{for } h \geq H_{\text{calc}} 
\end{cases}$$

(11)

where $T_{\text{solid}}$ and $T_{\text{liquid}}$ are the solidus and liquidus temperatures of the material, respectively. $H_{\text{melt}}$ is the total enthalpies at the liquidus temperatures, $C_{pa}$ and $C_{pt}$ are the specific heat of solid and liquid, respectively, and $f_1$ is the liquid fraction. The specific heat, $C_{pa}$, in the mushy zone was calculated by

$$C_{pa} = (C_{pa} + C_{pt})/2.$$

(12)

$H_{\text{calc}}$ is given as

$$H_{\text{calc}} = H_{\text{melt}} + C_{pt} \times (T_{\text{liquid}} - T_{\text{solid}}).$$

(13)

IV. RESULTS AND DISCUSSION

The local evaporation flux of an alloying element based on the Langmuir equation is expressed as$^{48}$

$$J_i = \frac{P_i}{\sqrt{2 \pi M_i R T}},$$

(14)

where $J_i$ is the vaporization flux of the element $i$, $\lambda$ is positive constant with a maximum value of 1 that accounts for the inevitable condensation of a portion of the vaporized atoms on the surface at pressures higher than perfect vacuum, $P_i$ is the vapor pressure of $i$ over the liquid, $M_i$ is molecular weight of the vaporizing element $i$, $R$ is the gas constant, and $T$ is the temperature. At pressures close to atmospheric pressure, the value of $\lambda$ cannot be estimated from fundamental principles. The lack of knowledge of $\lambda$ poses a problem in the application of Langmuir equation for quantitative calculation of the vaporization rates of individual alloying elements. However, since the relative vaporization rates of any two alloying elements is independent of $\lambda$, Langmuir equation can be used for predicting the relative vaporization rates of various alloying elements:

$$\frac{J_i}{J_j} = \left(\frac{M_j}{M_i}\right)^{1/2}.$$

(15)

The equilibrium partial pressure $P_i$ over the alloy depends upon the composition and the temperature of the weld metal. The vapor pressures of the alloying elements over pure liquids are presented in Fig. 2(a) and those over 304 stainless steel are shown in Fig. 2(b). The equilibrium vapor pressure data used in the calculations are presented in the Appendix. It can be seen from Fig. 2(a) that among the four alloying elements, manganese has the highest vapor pressure over its pure liquid in the entire temperature range studied. However, its vapor pressure over the alloy is lower than those of iron and chromium, as observed from Fig. 2(b). This is because manganese only accounts for 1.0 wt % in 304 stainless steel while iron and chromium are present at 72.3 and 18.1 wt %, respectively. It can be seen from Fig. 2(b) that over liquid stainless steel, iron is the dominant vaporizing species, followed by chromium and manganese. The vapor pressure of nickel over the alloy is very low. Vapor pressures of all the alloying elements are strong functions of temperature.

The extent of variation of the equilibrium partial pressures resulting from temperature change is different for different elements. Since the vaporization flux of the individual elements are proportional to their equilibrium partial pressures, the ratio of the vaporization flux of any two elements can be a strong function of temperature. Consequently, if the vapor composition, i.e., the ratio of the vaporization flux of any two elements is known, the weld pool temperature can be determined. The experimentally determined concentrations of iron, chromium and manganese in the vapor condensate as a function of laser power density are shown in Figs.
3(a), 3(b), and 3(c), respectively. Figure 3(a) shows that as the power density increases, the concentration of Fe in the vapor condensate increases. This is because of the slope of the vapor pressure versus temperature plot for iron is steeper than those of the other alloying elements as shown in Fig. 2(b). For similar reason, the concentration of chromium in the vapor condensate increases slightly with power density. On the other hand, the concentration of manganese decreases with power density. Again, the reason for this behavior can be traced to the manner in which the equilibrium vapor pressure of manganese varies with temperature relative to other alloying elements.

Using the vapor pressures of various alloying elements over liquid stainless steel presented in Fig. 2(b), the values of $J_{Fe}/J_{Mn}$ and $J_{Cr}/J_{Mn}$ are calculated from Eq. (15) as a function of temperature. The computed values are shown in Fig. 4. It is observed that both the ratios of the vaporization fluxes depend strongly on temperature. So, if the vapor composition is known, an effective temperature of the weld pool can be determined. Using the experimentally determined vapor composition data presented in Figs. 3(a), 3(b), and 3(c) and the $J_{Fe}/J_{Mn}$ and $J_{Cr}/J_{Mn}$ versus temperature plots in Fig. 4, effective weld pool temperatures can be determined for various power densities. The results are shown in Fig. 5. It can be observed that the temperatures calculated from $J_{Fe}/J_{Mn}$ are in good agreement with those obtained from $J_{Cr}/J_{Mn}$, indicating that the estimated effective temperatures are independent of the choice of element pairs.

What does the effective temperature mean? Let us consider a relatively simple isothermal system where the vaporization of alloying elements occurs from the surface of a stainless steel melt. The relative vaporization rates as a function of temperature would be given by Fig. 4. Since the vapor composition at the effective vaporization temperature is the same as that obtained from the welding experiment, the effective temperature can be defined as a temperature that results in the same vapor composition as the welding experiment. During welding, the vapors originate from the entire weld pool surface where there is a strong variation of temperature. Since the vaporization rate increases strongly with temperature, most of the vapors originate from the middle of the weld pool. Furthermore, the temperature profile changes with time. It will be shown later in this article that for the conditions of the experiments described the surface temperature change is most pronounced in the first millisecond. The changes in temperature slows down considerably after that.
time. As a result most of the vapor comes from the later portion of the thermal cycle when the temperature is fairly close to the value at the end of the pulse. In short, since much of the vapor originates from the middle of the weld pool surface and towards the end of the pulse, the effective temperature is expected to be fairly close to the peak temperature.

The experimentally determined weld pool cross sections are compared with the corresponding numerically computed values in Fig. 6. It is observed that the calculated weld pool geometry and dimensions agree well with the experimental results. The good agreement indicates the validity of the transient heat transfer and fluid flow model. The experimental and calculated values of weld pool depth and width for various laser power densities are presented in Fig. 7. The total power was kept constant at 1967 W while the beam radius was varied to obtain different power densities. It can be seen that the calculated weld pool depth and width show good agreement with the experimental results at low power densities. However, at high power densities, there is some difference between the calculated and the experimental values of the weld pool depth. In order to understand the reason for the discrepancy, the experimental ratio of weld pool depth to half-width is presented in Fig. 8. It is observed that the ratio varied between 0.4 and 0.7 at power densities below

FIG. 4. The ratio of calculated vaporization rates of (a) Fe and Mn and (b) Cr and Mn as a function of temperature.

FIG. 5. Temperature values calculated from the ratio of vapor flux. The power density is defined as the ratio of power and laser beam area.

FIG. 6. Experimental and calculated weld pool cross sections. Laser power: 1067 W and pulse duration: 3 ms; (a) beam radius: 0.325 mm and (b) beam radius: 0.466 mm.

FIG. 7. The effects of laser power density on (a) the weld pool depth, (b) the weld pool width, and (c) the weld pool volume; laser power: 1967 W, and pulse duration: 3.0 ms. The power density is defined as the ratio of power and laser beam area.
3500 W/mm$^2$ while this value increased to over 1.0 at higher power densities. Weld pool depths higher than the half-width are often obtained when the surface of the weld pool is significantly depressed from its nearly flat position. Such depressions are common at high power densities, because the high vapor flux exerts significant recoil force on the weld pool surface. In extreme cases, when the recoil force exceeds the surface tension force, fine metal droplets are ejected from the weld pool. Significant loss of mass due to vaporization and metal particle ejection can occur at high power densities. However, the difference between the experimental and the computed values of weld pool depth at power density higher than 3500 W/mm$^2$ is consistent with the mass loss due to vaporization and particle ejection. At lower power densities, experimentally measured and computed values of weld pool depth and width agree better with the corresponding measured values.

Figures 9(a)–9(e) show the computed temperature and velocity fields as a function of time. The liquid metal motion in the weld pool is driven mainly by the surface tension force and to a much lower extent by the buoyancy force. Because of the negative values of the temperature coefficient of surface tension, the surface tension drives the liquid metal from the center to the periphery at the top surface of the weld pool. As a result, the weld pool becomes wide and shallow. During the initial period of laser spot welding, the weld pool grows rapidly in size and the temperature and velocity of liquid increase with time. At the end of the pulse, the peak temperature and velocity of liquid drops and the weld pool shrinks rapidly. The maximum velocity of liquid in the weld pool is 0.86 m/s. After 5.0 ms, i.e., 1.0 ms after the laser is switched off, the maximum velocity is still about 4.1 mm/s, which is driven mainly by inertia.

A two-phase solid–liquid mushy zone exists in the thin region between the solidus (1697 K) and liquidus (1727 K) temperatures. The size of this zone is very small during heating [as shown in Figs. 9(a)–9(c)]. After the pulse is switched off, the mushy zone begins to expand [shown in Figs. 9(d) and 9(e)], which could be explained by considering the effect of the latent heat of fusion. When the temperature is higher than the liquidus temperature, the heat loss is accompanied by the decrease in temperature. As the temperature drops between the liquidus and solidus temperatures, the heat loss comes mainly from the release of the latent heat of fusion.

![FIG. 8. The variation of D/W with laser power density; laser power: 1967 W and pulse duration: 3.0 ms.](image1)

![FIG. 9. Computed temperature and velocity fields at different times: (a) t = 1 ms, (b) t=2 ms, (c) t=4 ms, (d) t=4.5 ms, and (e) t=5 ms; laser power: 530 W, pulse duration: 4.0 ms, and spot radius: 0.171 mm.](image2)
and the temperature decrease is very slow. The existence of mushy zone has significant effect on the final solidified microstructure.

Figure 10 shows changes in the computed temperatures at three selected locations as a function of time. These locations represent distances of 0, 0.058 and 0.125 mm, respectively, from the location of the heat source, as shown in the small figure. The results indicate that the peak temperatures and the heating rates at different locations vary significantly. The weld pool solidifies completely in about 1.66 ms after the laser pulse is switched off. After the solidification starts, the temperature decreases quickly until it is close to the liquidus temperature. At this temperature, there is a plateau in the thermal cycle curves indicating very low cooling rate due to the release of the latent heat of fusion. Depending on the position, the cooling rates above the liquidus temperature vary significantly. However, as the weld metal cools, the spatial variation of the cooling rates decreases. In the 1073–873 K range, the variation of the cooling rate with temperature is small due to nearly constant outward heat loss from all locations of the weld. Thus, in steels where the final microstructure is determined by the cooling rate through this temperature range, the spatial variation of the microstructure is expected to be small.

The variation of the computed peak temperature with power density is shown in Fig. 11. The peak temperature represents the highest values on the weld pool surface at the end of the pulse. It is also observed from this figure that for the same power energy and same pulse duration, a higher pulse density results in higher peak temperature. The comparison of peak temperature calculated from the numerical heat transfer and fluid flow model with the effective weld pool temperature estimated from the vapor composition is shown in Table III. It can be seen that the temperatures from the model are in fair agreement with the effective temperatures determined from the vapor composition. Thus, the vapor composition can provide a useful estimate of the weld pool peak temperature.

V. SUMMARY AND CONCLUSIONS

Weld pool peak temperature during laser spot welding of 304 stainless steel has been investigated experimentally and theoretically. Experimental work involved determination of composition of the metal vapor by condensing a portion of the vapor on the inner surface of an open ended quartz tube which was mounted perpendicular to the sample surface and coaxial with the laser beam. Iron, chromium and manganese were identified as the main metallic species in the vapor phase. Relative to the alloy composition, the concentrations of Fe and Cr in the vapor increased slightly while the concentration of Mn in the vapor decreased somewhat with the increase in power density. The vapor composition was used to determine an effective temperature of the weld pool. A three-dimensional, transient, numerical model was used to calculate the temperature and velocity fields in the weld pool as a function of time. The experimentally determined geometry of the spot welds agreed well with that determined from the computed temperature field. The effective temperature

![FIG. 10. Weld thermal cycles at different locations on the top surface of weld pool. Distance from the weld center: (1) 0.0 mm; (2) 0.058 mm; (3) 0.125 mm, as shown in the inset. The solid horizontal line indicates solidus temperature; laser power: 530 W, pulse duration: 4.0 ms, and beam radius: 0.171 mm.](image1)

![FIG. 11. The variation of peak temperature on the weld pool surface with laser power density.](image2)

**TABLE III. Temperatures calculated from vapor compositions and numerical model.**

<table>
<thead>
<tr>
<th>Sample</th>
<th>Power (W)</th>
<th>Radius (mm)</th>
<th>Power density (W/mm²)</th>
<th>Temperature (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>By transient model</td>
<td>By the value of (J_\text{Fe}/J_\text{Mn})</td>
<td>By the value of (J_\text{Cr}/J_\text{Mn})</td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>530</td>
<td>0.289</td>
<td>2020</td>
<td>2388</td>
</tr>
<tr>
<td>B/F</td>
<td>530</td>
<td>0.247</td>
<td>2765</td>
<td>2559</td>
</tr>
<tr>
<td>C</td>
<td>530</td>
<td>0.227</td>
<td>3274</td>
<td>2661</td>
</tr>
<tr>
<td>D</td>
<td>530</td>
<td>0.171</td>
<td>5769</td>
<td>3058</td>
</tr>
<tr>
<td>G</td>
<td>1063.3</td>
<td>0.326</td>
<td>3185</td>
<td>2888</td>
</tr>
<tr>
<td>A</td>
<td>1063.3</td>
<td>0.28</td>
<td>4317</td>
<td>3145</td>
</tr>
</tbody>
</table>

determined from the vapor composition was found to be close to the numerically computed peak temperature at the weld pool surface. Estimation of the approximate values of peak temperature during laser spot welding by measuring vapor composition overcomes the problems encountered in direct measurement of peak temperatures.
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APPENDIX: EQUILIBRIUM VAPOR PRESSURE DATA USED FOR THE CALCULATIONS

The equilibrium vapor pressures of the various vaporizing species over pure liquid were calculated using the following equations.49–52 In these equations, the vapor pressure is expressed in atm and the temperature is in K

\[
\log(P_i^0 \times 760) = 11.5549 - 1.9538 \times 10^4 \frac{1}{T} - 0.62549 \log T - 2.7182 \times 10^{-9} T + 1.9086 \times 10^{-13} T^2,
\]

\[
\log(P_{\text{tot}}^0 \times 1.013 \times 10^5) = -5.58 \times 10^{-4} T - 1.503 \times 10^{-4} \frac{1}{T} + 12.609,
\]

\[
\log(P_i^0 \times 1.013 \times 10^5) = -13.505 \times 10^3 \frac{1}{T} + 33.658 \log T - 9.29 \times 10^{-3} T + 8.381 \times 10^{-7} T^2 - 87.077, \]

\[
\log P_{\text{tot}}^0 = 6.666 - 20765 \frac{1}{T}.
\]

Assuming that the solution is ideal at high temperatures, the equilibrium vapor pressures of the various species over the alloy can be expressed as

\[P_i = X_i P_i^0,\]

where \(X_i\) is the mole fraction of element \(i\) in the alloy and \(P_i^0\) is the equilibrium vapor pressure of element \(i\) over the pure liquid.
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