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ABSTRACT 

 Since deep penetration welds can be made with keyhole mode laser and electron 

beam welding, they are widely used for joining thick sheets of metals and alloys.  The 

weld geometry and microstructure depend on the temperature distribution and the cooling 

rates.  Experimental determination of temperatures in the work-piece through the use of 

thermocouples, can provide data for a limited number of points and is time consuming 

and expensive. Numerical modeling of heat transfer and fluid flow in high energy density  

laser and electron beam welding can provide previously unavailable information about 

the temperature distribution and thermal cycles at all points in the computational domain 

in a relatively short time and at low cost.  A critical review of the available literature 

indicates the following problems with the numerical models of keyhole mode welding.  

(1) There is no comprehensive three dimensional model of keyhole mode electron beam 

welding (EBW) available in literature.  (2) While comprehensive models of keyhole 

mode laser beam welding (LBW) have been proposed, none has been tested for the 

welding of various materials under different process conditions.  (3) None of the existing 

models of keyhole mode laser or electron beam welding contains a structural component 

designed to provide good agreement between the computed and experimental results.  (4) 

None of the existing models can work backwards, i.e. provide a set of welding process 

variables that will result in desired weld characteristics. The goal of this thesis is to 

address these important issues.  

 In this work, computationally efficient numerical models have been developed for 

linear keyhole mode LBW and EBW processes.  The models combine an energy balance 

based model for keyhole geometry calculation with a well tested 3D heat transfer and 

fluid flow model.  For LBW, keyhole wall temperatures are assumed to be equal to the 

boiling point of the alloy at 1 atm pressure.  Keyhole wall temperatures in EBW are 

calculated from the equilibrium vapor pressure versus temperature relation for the work-

piece material.  The vapor pressure is, in turn, calculated from a force balance at the 

keyhole walls between the surface tension, vapor pressure and hydrostatic forces.  A 

turbulence model is used to estimate the effective values of viscosity and thermal 
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conductivity to account for the enhanced heat and mass transport in the turbulent weld 

pool due to the fluctuating components of velocities in both LBW and EBW.  The 

proposed model for LBW has been tested for materials with wide ranging thermo-

physical properties under varying input powers and welding speeds covering both partial 

and full penetration welds.  The tested materials include Al 5754 alloy, A131 steel, 304L 

stainless steel, Ti-6Al-4V, tantalum, and vanadium.  These materials vary significantly in 

their thermo-physical properties, including boiling point, thermal conductivity, and 

specific heat.  The EBW model was tested for 21Cr-6Ni-9Mn steel, 304L stainless steel, 

and Ti-6Al-4V for different input powers and power density distributions.  To improve 

the agreement between the calculated and experimental results, a methodology is 

presented to estimate the values of uncertain input parameters like absorption coefficient 

and beam radius using a genetic algorithm with the numerical model and limited amount 

of experimental data.  Finally, a genetic algorithm is used with the numerical model to 

prescribe welding conditions that would result in a desired weld attribute.    

 The computed weld cross-sectional geometries and thermal cycles agreed 

reasonably well with the experimental observations.  The weld pool shapes depended on 

the convective heat transport within the weld pool.  Convective heat transfer was more 

important for materials with low thermal diffusivity.  The calculated solidification 

parameters showed that criterion for plane front stability was not satisfied for the alloys 

and the range of welding conditions considered in this work.  Higher peak temperatures 

were found in the EBW of Ti-6Al-4V welds compared to similar locations in 21Cr-6Ni-

9Mn stainless steel welds due to the higher boiling point and lower solid state thermal 

conductivity of the former.  Non-dimensional analysis showed that convective heat 

transfer was very significant and Lorentz force was small compared to Marangoni force.  

Comparison of calculated weld geometries for electron beam and laser beam welds for 

similar process parameters showed that lower keyhole wall temperatures in EBW tend to 

make the welds deeper and narrower compared to laser beam welds.  A genetic algorithm 

was used to optimize the values of absorption coefficient and beam radius based on 

limited volume of experimental data for 5182 Al-Mg alloy welds.  The weld geometry 

calculated using the optimized values of absorption coefficient and beam radius was in 
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good agreement with experimental observations.  The optimized values of absorption 

coefficient and beam radius were then used to prescribe sets of welding conditions to 

obtain specified weld geometry.  These sets of welding conditions differed significantly 

but resulted in the same weld geometry.   

 The results show that a widely applicable and computationally efficient 3D model 

of heat transfer and fluid flow can be developed by combining an energy balance based 

keyhole calculation sub model with a 3D convective heat transfer model. The modeling 

results can improve the understanding of the keyhole mode welding process.  The results 

also show that by combining numerical models with an optimizing algorithm, the model 

results can be made more reliable.  Finally, systematic tailoring of weld attributes via 

multiple pathways, each representing alternative welding parameter sets, is possible 

based on scientific principles.   
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Chapter 1 

 

Introduction 

1.1 Keyhole mode welding 

 Laser and electron beam welding are widely used as joining techniques for wide 

ranging applications.  At energy densities above 10
9
 W/m

2
, strong evaporation results in 

the formation of a deep and narrow vapor cavity called keyhole [1].  Keyhole mode laser 

welding involves the interaction of a number of complex physical processes which 

include multiple reflections of the energy beam within the keyhole [2-8], attenuation of 

the beam by the vapors and ions present in the keyhole due to absorption and scattering 

[9-12], absorption of energy at keyhole walls and transfer of heat into the liquid metal 

pool that surrounds the keyhole through conduction and convection. 

 Properties of the welded joint depend on its geometry and microstructure which 

are determined by the temperature distribution and thermal cycles in the work-piece.  The 

experimental measurement of temperatures involves placing thermocouples in the work-

piece which is very cumbersome, expensive, and time consuming.  Moreover, only a 

limited number of thermocouples can be placed in the work-piece.  Furthermore, due to 

the small fusion zone, and very high temperatures and temperature gradients, accurate 

determination of temperatures in the weld pool is very difficult.  Numerical modeling of 

heat and mass transport in the work-piece can therefore be used to supplement the 

experimental studies.  Once validated with experiments, the numerical models can save 

time and costs by reducing the need for additional experiments.  They can also provide 

great insight by providing temperatures and thermal cycles at all points in the calculation 

domain. 

 Numerical studies of keyhole mode welding available in the literature (discussed 

in Chapter 2) have been limited to selected materials and welding conditions.  Moreover, 

to make the computations tractable, the numerical models often make simplifications like 
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assuming a pre-defined axisymmetric keyhole shape or constant keyhole wall 

temperature, neglecting convection as a mode of heat transfer, or performing a two 

dimensional analysis of a three dimensional (3D) problem.  These simplifications limit 

the applicability of a model to specific process parameters (e.g. low welding speed) or to 

materials with a specific range of thermo-physical properties (e.g. high thermal 

conductivity).  For example, the models that ignore fluid flow in the weld pool cannot be 

applied to low thermal conductivity alloys like steel where convective heat transfer in the 

weld pool is likely to play a very strong role.  Furthermore, since the variation of keyhole 

wall temperatures with depth in electron beam welding (EBW) can be significant (see 

Appendix A) and can therefore affect the heat transfer and fluid flow in the weld pool, 

numerical models that assume a constant temperature on the keyhole walls [3, 8, 13-15] 

cannot be applied to EBW.  3D models of heat transfer and fluid flow for keyhole mode 

EBW have not been reported in peer reviewed journals.  Finally, comprehensive models 

of keyhole mode laser welding require transient tracking of various gas/liquid free 

surfaces and the resulting fluid flow in the both the molten weld pool and the two-phase 

solid and liquid regions surrounding it.  Consideration of these physical processes makes 

the computational task very time consuming.  

In short, existing numerical models of keyhole mode welding are either limited in 

their applicability to a few materials and/or welding speeds or are computationally 

intensive.  Therefore, well tested computationally efficient phenomenological models for 

keyhole mode laser and electron beam welding that can be applied to metals and alloys 

with widely different thermo-physical properties and for a wide range of welding 

conditions are needed.  The model predictions like fusion zone geometry, cooling rates, 

and thermal cycles should agree reasonably with the experimental observations.  

 Sometimes errors in the input data provided to the model may arise from 

uncertainties in the values of material properties (e.g. absorption coefficient of the beam 

energy, thermal conductivity values at elevated temperatures) or process parameters (e.g. 

measured beam radius at the focal plane).  As a result, the model predictions may not 

always agree with the corresponding experimental data even if the model adequately 

represents the important physical phenomena involved in a process.  That is, the model 
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predictions may not always be reliable.  The current models of keyhole mode welding do 

not have a structural component to ensure closure with experimental data.  Therefore, a 

procedure is needed for estimating such uncertain input parameters involved in the 

welding process so that the model predictions can be made more reliable. 

 Another problem with the numerical heat transfer and fluid flow models of 

welding processes is that they are usually designed to calculate weld characteristics from 

the welding variables and lack the much needed ability to go backwards and prescribe a 

set of welding process conditions to attain a particular set of weld characteristics (weld 

geometry, cooling rate).  Moreover, since the keyhole mode welding process is very 

complicated and involves non-linear interactions of several welding variables, a 

particular weld attribute may be obtained via multiple sets of welding variables like the 

input power, welding speed, beam defocusing, etc.  The unidirectional numerical models 

of keyhole mode welding cannot prescribe these multiple sets of welding variables. 

Therefore, a procedure is needed for using the numerical models to determine the various 

choices of welding conditions each of which would result in a desired set of weld 

attributes. 

1.2 Objectives 

The objectives of this work are three-fold: 

1. To develop computationally efficient numerical heat transfer and fluid flow 

models for keyhole mode laser and electron beam welding that are widely 

applicable for: 

a. Materials with wide ranging thermo-physical properties.  

b.  A wide range of welding process variables like input power, welding 

speed, etc. 

2. To improve the reliability of the model by improving the accuracy of the input 

parameters. 
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3. To tailor weld geometry by recommending welding conditions to achieve desired 

weld attributes.  

1.3 Thesis structure 

This thesis is divided into six chapters. Chapter 1 explains the motivation, 

objectives and the structure of the thesis.  In Chapter 2, previous work related to the 

physical processes involved in laser and electron beam welding and their numerical 

modeling are critically reviewed to identify important unsolved problems in the field. 

Chapters 3 and 4 describe the proposed mathematical models and the modeling 

results for LBW and EBW, respectively.  The model is validated by comparing the 

calculated weld geometries and thermal cycles with experimental observations.  The 

modeling results are explained in the light of material properties.  Study of dimensionless 

numbers is undertaken to understand the significance of various physical processes.  Plots 

of effective viscosity show that turbulence was limited to regions close to the top surface 

of the weld pool.  Furthermore, calculated solidification parameters and cooling rates are 

used to understand the expected scale of solidification microstructure in partial and full 

penetration welds.  The deformation of the free surface of the weld pool under the 

combined effects of the recoil pressure of the metal vapors, the surface tension force, and 

the hydrostatic force is calculated for laser welding. 

In Chapter 5, a genetic algorithm is combined with 3D heat transfer model of 

keyhole mode LBW to improve the reliability of the model predictions and to tailor the 

weld geometry.  In order to make the model more reliable, the absorption coefficient and 

laser beam radius at focal spot are optimized to reduce the error between the experimental 

and calculated results for a limited volume of experimental data.  Using these optimized 

values of absorption coefficient and beam radius, the GA is then used to find multiple 

sets of process parameters that will result in desired weld geometry.   

Chapter 6 provides the summary and conclusions.  Appendix A explains the 

reason why there is significant variation of keyhole wall temperature in EBW even 

though the variation is relatively small for LBW.  The calculation of recoil pressure of 
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metal vapors is given in Appendix B.  Appendix C explains the GA and the Parent 

Centric Cross-Over operator used in this study. 
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Chapter 2 

 

Background 

2.1 Physical processes during keyhole mode welding 

2.1.1 Plasma attenuation of high energy beams 

When a high energy density laser or electron beam impinges on a work-piece 

surface, the material vaporizes resulting in the formation of a deep and narrow cavity 

called a keyhole.  The keyhole is filled with metal vapors and ions and is surrounded by 

the weld pool.  As the laser or electron beam traverses the plasma, the beam intensity 

decreases due to absorption and scattering by the atoms and ions present in the keyhole.  

The attenuation of the beam intensity depends on the nature of the beam and the plasma. 

2.1.1.1 Laser beam 

 The incident laser beam is absorbed by the plasma through electron-atom and 

electron ion collisions, inverse Bremsstrahlung, and photo-ionization processes [1-4].  

Classical descriptions of laser beam absorption assume that the kinetic energy gained by 

the electrons in the plasma through acceleration by the electromagnetic field of the laser 

is dissipated through ohmic heating.  The extent of absorption of laser by the plasma 

depends on the elements present and the nature of the incident beam.  For example, 

because of its higher wavelength, the CO2 laser (10.6 m) is more strongly absorbed 

through inverse Bremsstrahlung absorption mechanism as compared to Nd-YAG laser 

(1.06 m)  [5].  The absorption of the CO2 laser by the plasma plume is stronger for 
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argon compared to helium as the shielding gas [3].  Yilbas et al. [1] experimentally and 

theoretically studied the absorption of Nd:YAG laser by the plasma due to electron-ion, 

electron-atom collisions, photo-ionization and inverse Bremmstrahlung processes.  About 

13 % of the laser beam was absorbed at a plane 2.6 mm above the work-piece surface, 

with the absorption being highest near the center of the beam and lowest near the 

periphery.  Modeling of the physical processes in the keyhole plasma can give a 

quantitative measure of the extent of radiation absorbed by the plasma [6-9].  Absorption 

of laser by plasma depends on the degree of ionization as well as the density of the gas.  

As the temperature of the plasma increases from the edge of the plasma towards the 

center, degree of ionization increases.  Thus, absorption coefficient of the plasma for the 

laser beam increases.  At high powers and near the center of the plasma, the density of 

gas may decrease significantly, resulting in a decrease in the absorption of the laser 

radiation by the plasma.  Klemens [10] modeled the absorption of laser by plasma using 

non-zero absorption coefficient between two critical temperatures and zero absorption 

otherwise.  Assuming uniform electron temperature distribution, Matsunawa and Semak 

[11] calculated the plasma absorption coefficient from the relation given in Eq. 2.1 based 

on an expression for the density of metal vapors:  

where  is the plasma absorption coefficient, l is the local depth, d is the keyhole depth, 

and subscripts max and s represent the values at keyhole bottom and keyhole exit, 

respectively.   

 Kaplan [12] calculated the plasma absorption coefficient for CO2 lasers and iron 

plasma through inverse Bremmstrahlung mechanism by first calculating the degree of 

ionization as a function of temperature using Saha‟s equation.  His results showed that 

the plasma absorption coefficient first increases with temperature due to increasing 

ionization and then decreases due to the reduction in density of plasma.  As shown in 

Figure 2.1, the calculated plasma absorption coefficient increased from less than 50 m
-1

 

near the keyhole walls to 200 m
-1

 before decreasing near the core.  The power loss due to 

plasma absorption was only 10 % and an average location independent value of 100 m
-1

 

  smax
d

l

2
sinl 







 
  (2.1) 
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was recommended.  Solana and Ocana [13] calculated the inverse Bremmstrahlung 

absorption coefficient for 4-10 kW CO2 lasers to be 100-185 m
-1 

in the range of 2-6 

m/min (33.3 – 99.9 mm/s) welding speed.  The value is likely to differ with the process 

parameters and the material.  Miller and DebRoy [14] calculated inverse Bremmstrahlung 

absorption coefficient at various distances from the top surface of the weld pool by first 

calculating the electron temperatures and number density of electrons.  The inverse 

Bremmstrahlung absorption coefficient was strongly dependent on the electron density 

and varied from 0.3 m
-1

 at a distance of 1.6 mm from the top surface of the weld pool to 

1128.5 m
-1 

at a distance of 0.1 mm.  Amount of absorption decreased with the increase in 

the shielding gas flow rate due to a decrease in the plasma volume. 

 

 In addition to the absorption mechanisms, scattering of the beam by metal vapors 

and clusters can also result in attenuation of the beam [2, 3, 15].  Rayleigh scattering of 

 

 

Figure 2.1: Spatial variation of plasma absorption coefficient in the plasma as calculated 

by Kaplan [12]. 
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the laser beam by ultra fine particles is more significant for the shorter wavelength 

Nd:YAG laser compared to CO2 laser [3, 15].  The experimental and theoretical studies 

have provided insight into the attenuation of laser beam due to absorption and scattering.  

Based on these studies, many researchers have used an average absorption coefficient in 

the modeling of keyhole mode welding, independent of depth and location in a horizontal 

plane using the Beer-Lambert law for the absorption of beam as it traverses a unit 

distance in the plasma [16, 17].  Mazumder and Steen [16] used a value of 800 m
-1

 for the 

absorption of CO2 lasers by iron plasma in the range of 1000 W to 2000 W input power 

and 5-25 mm/s welding speed.  For absorption of CO2 lasers by aluminum vapors at 50 % 

ionization, Klemens [10] used a plasma absorption coefficient of 600 m
-1

.  Fabbro and 

Chouf [17] used a range of 100-200 m
-1

 for absorption of 5-10 kW CO2 laser by the iron 

plasma at a welding speed of 200 mm/s.  

2.1.1.2 Electron beam 

When an electron beam strikes a work-piece surface, it gives off its energy to the 

atoms and molecules in the work-piece through elastic and inelastic collisions which alter 

the trajectory of the electron.  Because of the small size of electrons compared to the 

atoms and molecules, only a portion of the electron energy is released by each collision.  

Therefore, before releasing all its energy, the electron undergoes a large number of 

collisions.  The distance from the surface that the electrons travel before losing all of their 

energy is called the electron range (ER).  The electron range depends solely on the energy 

of the electrons and the density of matter [18].  Furthermore, mass traversed by an 

electron per unit area (= density X electron range) is independent of the state of the 

material (solid/liquid/vapor).  In other words, the electron range is inversely proportional 

to the density.  This fact can be used to estimate the extent of absorption of electrons in 

the keyhole plasma.  For example, for electrons with energies in the range of 10-150 keV, 

the typical electron range in liquid or solid iron, ERsolid is about 0.04 mm [10].  Taking a 

value of s/v = 2 X 10
4
 for iron vapor at its boiling point, Klemens [10] estimated the 
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electron range in iron vapor to be about 80 mm(= s/v X ERsolid) making the absorption 

of electrons in the vapor rather unimportant.   

Scattering of the electron beam in the plasma can play a significant role in 

electron beam welding (EBW).  Increase in scattering at higher pressures can lead to a 

decrease in keyhole depth [18].  Since the pressure in the keyhole increases with depth, 

scattering is expected to be higher near the keyhole bottom than the top.  Scattering can 

also increase the beam radius.  Radius of the scattered beam increases with increase in the 

molecular weight of the scattering gas and with decrease in the accelerating voltage [18].  

Scattering of electrons at large angles, or backscattering, by the plasma can also result in 

loss of power.   

2.1.2 Absorption by material 

2.1.2.1 Laser-material interaction 

 The absorption coefficient for clean flat surfaces and normal incidence can be 

estimated from the following relation based on the assumption that energy absorption is 

due to a photon–electron interaction [19]:  

where ρ is the electrical resistivity (ohm-cm) of the liquid metal at the boiling point and λ 

is the wavelength (cm) of the incident laser beam.  However, the estimated absorption 

coefficient may differ from the actual value owing to surface imperfections.  As shown in 

Eq. 2.2, the absorption coefficient depends on the wavelength of the laser beam.  CO2 

laser (10.6 m) is absorbed less efficiently than Nd:YAG laser (1.06 m) [5].  For 

example, the absorption coefficient for CO2 laser - steel interaction is much smaller 

(~0.15) compared to that for Nd:YAG laser – steel interaction (~0.3).  The absorption 

coefficient also varies with the angle of incidence [11, 20, 21] and the angle of 
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polarization of the laser beam [21].  Matsunawa and Semak [11] used the following 

expression to simulate the angular dependence of absorption coefficient:  

where  is the absorption coefficient,  is the absorption coefficient for normal 

incidence, is the angle between the laser beam and the surface normal, and the exponent 

K is a constant depending on the particular material.  Value of K was taken to be equal to 

0.2 to simulate the experimental results for steel [11].  Figure 2.2 illustrates the angular 

dependence of absorption coefficient when 0 = 0.3.  At large angles of incidence, the 

absorption coefficient may be much lower than its value for normal incidence.  

 

2.1.2.2 Electron beam - material interaction 

An electron beam accelerated under a voltage VB gains a kinetic energy equal to 

eVB, where „e‟ is the Coulombic charge of the electron.  When an electron beam strikes 

    K
0 cos  (2.3) 

 

 

Figure 2.2: Angular dependence of absorption coefficient for Nd:YAG laser–steel 

interaction. 
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the surface of the material, some of the electrons are back-scattered while the rest are 

stopped by the material within a small distance from the surface [18].  The kinetic energy 

of the electrons is converted into heat and/or excitation (atomic or molecular) energy.  In 

addition, X-rays and secondary electrons may be produced as a result of secondary 

processes.   

The fraction of electron beam that is backscattered is independent of the incident 

beam energy [18] but increases with increasing atomic number.  The fraction of the 

electron beam that is backscattered also increases as the angle between the normal to the 

surface and the electron beam increases [18].  For electron beam incident on the keyhole 

walls at small angles of incidence, only a small portion of the beam is absorbed while the 

rest is back-scattered.  

2.1.3 Beam divergence and defocus 

A laser or an electron beam increases in size, and decreases in intensity, as the 

distance from the focal plane increases [18, 22].  Since the divergence of the beam with 

distance can affect the keyhole geometry, this behavior should be taken into account in 

the modeling of the keyhole.  Furthermore, defocusing of the laser or electron beam can 

affect the keyhole depth.  For positive defocusing, i.e. when the focal plane of the beam 

lies above the surface of the work-piece, beam spot size at and below the work-piece 

surface is higher than the focal spot radius.  Therefore, the intensity of the beam is lower 

at and below the work-piece surface resulting in decreased penetration.  On the other 

hand, when the beam is focused below the surface of the work-piece, i.e. for negative 

defocusing, the penetration may first increase and then decrease with increase in the 

magnitude of defocus.  The effect of beam defocus on keyhole porosity has been 

discussed by Zhao and DebRoy [22].  They found that porosity is more likely in a 

transition range where the welding process is neither completely keyhole mode nor 

completely conduction mode.  The transition of welding mode between conduction and 

keyhole can result in trapped gases or porosity. 
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A laser beam may be focused by the operator intentionally above or below the 

work-piece surface as part of the experimental set up.  Alternatively, a beam may be 

defocused due to manual error in focusing of the beam [23].  Palmer and Elmer [23] used 

the Enhanced Modified Faraday cup (EMFC) electron beam diagnostic tool to determine 

the sharp focus condition of electron beams.  Even a sharply focused electron or laser 

beam may get defocused during the welding process as a result of the depression of the 

melt pool surface under the effect of recoil pressure.  Finally, plasma present above the 

keyhole during the welding process acts as a refracting lens and re-focuses the energy 

beam [3]. 

The variation of the electron beam profile with distance can be expressed by 

Eq. 2.4 [18] : 

where dF is the beam diameter at distance „z‟ from the focal spot and aB is the beam 

aperture in radians.  The divergence of beam decreases with increase in the distance 

between the focusing lens and the work-piece.  Therefore, for large distances and small 

keyhole depths, the location of the focal plane affects the keyhole depth to a lesser degree 

[18].  The electron beam size is also affected by ion-compensation, self magnetic field 

and scattering of the electron beam.  Dilthey et al. [24] simulated the effects of these 

factors on the variation of beam size with distance by comparing the calculated beam 

profile with the experimental measurements.  They concluded that for the conditions of 

their experiments, the influence of the self-magnetic field was secondary to the aberration 

of the beam forming system and that the space charge of electron beam was completely 

compensated by the ions. 

2.1.4 Multiple reflections in keyhole 

When a laser or an electron beam is incident on the keyhole walls, only a fraction 

of energy is absorbed.  The reflected beam is again intercepted by the keyhole walls and 
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undergoes further absorption.  Thus, multiple reflections of the beam within the keyhole 

result in enhanced absorption which is considered in numerical models in one of the 

following ways.  First, the keyhole is assumed to be a black body that absorbs all incident 

energy.  In other words, the absorption coefficient is considered to be unity when the 

work-piece temperature becomes equal to the boiling point of the alloy [25].  This 

method is very simple to implement.  However, it does not consider the effect of keyhole 

geometry and the Fresnel absorption coefficient.  For example, for the interaction of CO2 

laser with aluminum alloys, the Fresnel absorption coefficient is 0.1, which means that 

complete absorption of the beam energy may not take place for a keyhole with low depth 

to width ratio.  Second, a location independent effective absorption coefficient for the 

laser-material interaction is calculated based on the keyhole geometry and the Fresnel 

absorption coefficient [12, 22].  If the laser beam undergoes „n‟ reflections on the keyhole 

walls before exiting, the effective absorption coefficient eff is given by: 

where is the singe incidence absorption coefficient [12, 22].  The average number of 

reflections, and hence the absorption due to multiple reflections, can be related to the 

mean angle of the keyhole as shown in Figure 2.3 [12].  As the keyhole angle becomes 

smaller, the number of reflections, and hence the energy utilization, increase.  Third, 

detailed ray tracing method [17, 26-28] is used to estimate the absorption of energy beam 

at any location within the keyhole considering both the keyhole geometry and the Fresnel 

absorption coefficient. 

Solana and Negro [29] investigated the effects of inverse Bremsstrahlung 

absorption and multiple reflections on the keyhole penetration.  The intensity 

distributions due to multiple reflections were similar for different laser input profiles like 

Gaussian and uniform top-hat profile, and multiple reflections resulted in increased 

penetration over that achieved with only a single reflection.  Consideration of inverse 

Bremsstrahlung absorption resulted in shallower keyholes.   

 Ho and Wen [30] investigated the distribution of laser energy on a hemispherical 

cavity using a Monte Carlo method and an analytical method.  They considered both 

 neff 11   (2.5) 
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specular and diffuse reflections of laser considering the dependence of absorptivity on 

angle of incidence and the polarization of the beam.  They found that the beam intensity 

at the bottom of a hemispherical cavity is markedly increased due to multiple reflections 

on cavity walls.  Ki et al. [31] studied the effect of multiple reflections on the keyhole 

geometry by using a ray tracing procedure.  They showed that the reflections in the 

keyhole are highly dependent on geometry making a predefined keyhole shape.  For 

example, a paraboloid of revolution is not a good choice for a keyhole shape because of 

its particular focusing properties.  

 

2.1.5 Pressure balance and keyhole wall temperatures 

The surface tension force at the liquid-vapor interface and the hydrostatic force of 

the liquid metal tend to close the keyhole [10].  The vapor pressure of the metal vapors 

within the keyhole provides the balancing force that keeps the keyhole open.  With an 

 

 

Figure 2.3: Plot of average number of reflections and the absorption due to multiple 

reflections as a function of mean keyhole wall angle [12]. 
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increase in distance from the weld pool surface, the radius of curvature of the keyhole 

decreases, thus increasing the surface tension force.  Thus, a larger vapor pressure is 

needed in the keyhole at a greater distance from the top surface to balance the higher 

surface tension force.  The temperatures on the keyhole walls can be calculated from the 

equilibrium temperature versus pressure relation for the given alloy.  As the vapor 

pressure within the keyhole increases from the keyhole top to the bottom, the equilibrium 

wall temperatures increase from the top to the bottom of the keyhole.  The keyhole wall 

temperatures in laser beam welding (LBW) are often assumed to be equal to the boiling 

point of the alloy at all locations [11, 12, 22, 32, 33].  Trappe et al. [34] modeled the 

keyhole in LBW considering heat conduction and pressure balance at keyhole walls and 

found the calculated wall temperatures to be nearly constant.  However for EBW, the 

variation of wall temperatures is expected to be significant (see Appendix A).  The 

difference in variation of wall temperatures with depth between EBW and LBW is 

discussed in Appendix A. 

2.1.6 Weld pool turbulence 

The temperature gradient on the weld pool surface in high energy density welding 

can be very high.  The resulting high surface tension gradients on the weld pool surface 

cause very high fluid velocities and the weld pool is often turbulent [35].  The enhanced 

rates of heat, mass, and momentum transport caused by the presence of turbulence can be 

taken into account by using effective viscosity and thermal conductivity values [36-38] 

for heat transfer and fluid flow calculations.  These effective values are calculated by 

enhancing the molecular values at all locations within the weld pool by a certain factor 

based on prior experimental and theoretical work.  

Alternatively, an appropriate turbulence model can be used to estimate the 

location dependent turbulent viscosity and thermal conductivity within the weld pool [35, 

39].  In theory, the turbulent flows can be modeled through solution of the Navier-Stokes 

equation.  However, since the length scale for turbulence is very small, this approach will 
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be very expensive in terms of storage space and computational time [40].  Therefore, time 

averaged models of turbulence are required.  Launder and Spalding [40] classified the 

existing turbulence models into three categories: 

1. Algebraic models: Effective turbulent properties like viscosity are given in terms 

of the local fluid properties. 

2. Differential models: Prescription of effective turbulent properties requires 

solution of one or more differential equations. 

3. Stress transport models:  Instead of providing values of turbulent properties, these 

models provide equations for turbulent fluxes directly. 

Prandtl‟s mixing length hypothesis forms the basis of several algebraic and differential 

models.  The basic statement of the hypothesis can be expressed as [40]:  

where t is the turbulent viscosity,  is the density of the fluid, lm is the characteristic 

length, and vm is the characteristic velocity.  The characteristic velocity can be calculated 

in several ways.  For example, it can be expressed as the product of the characteristic 

length, lm and the local velocity gradient, 
y

u




.  That is, 

Or, the characteristic velocity can be taken as the square-root of the turbulent kinetic 

energy per unit mass, Ke [40]. 

Ke can be calculated from differential equations.  The characteristic length scale can be 

calculated either by using the distance from the solid boundary or from differential 

equations.  In a simple approach, the characteristic length can be considered to be 

proportional to the distance from the solid boundary [40].  
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 Kumar and DebRoy [41] used a vorticity based model for turbulent viscosity 

using van Driest model to calculate the characteristic length based on the distance from 

the solid boundary and the local velocity gradient.  If Ke is calculated from the solution of 

a differential equation and lm is prescribed directly, the resulting model will be a one-

equation turbulence model.  If both Ke and lm are calculated from differential equations, 

the model will be called a two-equation turbulence model.  Specific studies for turbulence 

in weld pools are not readily available in literature.  Since these models involve constants 

which depend on the particular type of flow, the increased complexity of a model does 

not necessarily mean that the model is more accurate for application to weld pool 

turbulence.  Therefore, it might be reasonable to opt for a computationally simpler 

approach. 

2.1.7 Surface deformation 

 In keyhole mode laser or electron beam welding, the weld pool surface reaches 

very high temperatures in a very short time.  The material evaporates and the metal 

vapors leaving the surface exert a recoil pressure on the weld pool surface forming a deep 

and narrow vapor cavity or keyhole.  If no material is added to the weld pool, the volume 

change should be zero provided the average densities of the initial and the final phases 

are similar.  Under these conditions, therefore, the top surface deformation in partial 

penetration welds is expected to be small.  In full penetration welds, the bottom surface 

of the weld pool can deform under the influence of the vapor pressure and the weight of 

the liquid metal even when the total volume change is zero.  However, some top surface 

deformation is often observed even for partial penetration welds without material 

addition to the weld pool.  This deformation could be due to the volume expansion during 

melting followed by rapid freezing.  Postacioglu et al. [42] found that the top surface 

deformation for low welding speeds could be represented by a simple shape, such as a 

circular arc, of equal area.  Deformation of the free surface of the weld pool involves 

work done in, or against, the direction of surface tension and gravity.  The configuration 
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of the free surface can be calculated by either minimizing the energy associated with the 

surface deformation or performing a force balance for the free surface [43].   

2.2 Numerical models of keyhole mode welding 

2.2.1 Laser beam welding 

 To appreciate the complexity of the simultaneous physical processes involved in 

keyhole mode laser welding and how the solution of such a complex problem has evolved 

in recent decades, a brief survey of previous work is undertaken.  Swift-Hook and Gick 

[44] formulated an analytical model considering a line source going into the work-piece.  

Andrews and Atthey [25] calculated the keyhole shape for semi-infinite weld pool 

assuming that all the input power was absorbed and used to evaporate the surface, and 

that the pressure anywhere inside the keyhole was 1 atm.  They used an analytical model 

to calculate the penetration depth in the absence of surface tension but had to resort to 

numerical techniques when surface tension was included. Keyhole profiles calculated 

without considering surface tension had a cusp (point formed by intersection of two 

curves) at the bottom.  They found that the consideration of surface tension reduced the 

calculated keyhole depth by a factor of three, and smoothed the cusp formed at the 

keyhole bottom.    

 Figure 2.4 (a) and (b) show the variation of calculated penetration depth with 

power density and beam radius, respectively.  The process was controlled by 

dimensionless power and dimensionless surface tension parameters.  Figures 2.4 (a) and 

(b) show two regimes in which the slope of the curve is distinctly different.  Since the 

input power was constant at 5 kW, higher beam radius corresponds to lower power 

density.  At low beam radius, or high power density, the keyhole depth is directly 

proportional to (W/a)
2/3

.  At high beam radius, or low power density, the keyhole depth 
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varies as (W/a
2
)
2
.  As shown in Figure 2.4, the calculated keyhole depth decreases by 

several factors as the surface tension is increased. 

 

 Klemens [10] calculated the keyhole radius by balancing vapor pressure in the 

cavity, the hydrostatic pressure, and the surface tension: 

(a)                                                                    (b) 

 

Figure 2.4: (a) Variation of normalized keyhole depth, d/a (where„d‟ is the keyhole depth 

and „a‟ is the beam radius), with normalized power density Q0 for various values of the 

normalized (dimensionless) surface tension coefficient .  A,  = 0 (no surface tension); 

B, = 20; C,  = 50; D,  =100.  Q0 = q/(ggh
2
a)

1/2
, where q is the energy flux density,  g 

is the acceleration due to gravity,  is the density of  liquid, g is the density of metal 

vapors, h is the heat of vaporization per unit mass.  ga
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tension.  (b)  Variation of keyhole depth with beam radius for various values of surface 

tension coefficient T.  Beam power W is 5 kW, and the value of constant 
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where p0 is the excess pressure above the ambient gas pressure,  is the surface tension, 

r(z) is the keyhole radius at distance z below the top surface, and  is the density.     

 

 Since there is a flow of metal vapors, a pressure gradient builds up along the 

keyhole depth.  The vapor pressure in the keyhole can be given as the sum of ambient 

pressure and the pressures due to surface tension and hydrostatic forces.  At the top of the 

keyhole, the hydrostatic force is zero.  So the vapor pressure in the keyhole right at the 

top surface should be equal to the sum of ambient pressure and the pressure due to 

surface tension.  But just outside the keyhole, the pressure is equal to the ambient 

pressure.  Therefore, continuity of pressure near the keyhole entrance requires that the 

pressure due to surface tension vanishes at the entrance.  Since the pressure due to surface 

tension is proportional to the curvature of the keyhole, the curvature should vanish at the 

interface.  This may happen if the keyhole has a trumpet-like flare near the entrance as 

shown in Figure 2.5 (a) [25], or if the keyhole profile is constricted near the top, as shown 

in Figure 2.5 (b) [10].  Neglecting Marangoni convection, Postacioglu et al. [42] 

(a)                                                                (b) 

                   

Figure 2.5: Keyhole shapes showing a (a) flare [25], or (b) constriction [10], near the 

entrance. 
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calculated the configuration of the top surface for low process Pecelt number which is 

defined as:  

where U is the welding speed, „a‟ is the keyhole radius, and  is the thermal diffusivity.  

They assumed circular keyhole and liquid regions.  They calculated the vapor pressure in 

the keyhole by adding the pressure due to surface tension to the pressure in the liquid 

assuming that the pressure due to evaporation particles was small in comparison.  Taking 

the value of surface tension at the boiling point of the material to be half of its value at 

the melting point, they estimated the vapor pressure in the keyhole to be about 5 % of the 

ambient pressure.   

  

  Mazumder and Steen [16] numerically modeled the three-dimensional (3D) heat 

conduction in surface hardening, laser glazing and welding assuming zero reflectivity in 

the keyhole region.  The plasma absorption was calculated using the Beer-Lambert law 

with a location independent absorption coefficient (= 800 m
-1

).  Figure 2.6 [16] shows the 

calculated thermal cycle for keyhole mode welds made on Ti-6Al-4V alloy.  Cooling 

rates at the top surface were found to be about 8000 K/s.  This cooling rate is much 

higher than the values typically experienced during arc welding where the heat source is 

much more diffuse [45].  

 




Ua
Pe  (2.10) 

 

 

Figure 2.6: Thermal cycles calculated for Ti-6Al-4V keyhole welds made at 2 mm/s [16]. 



23 

  

 Dowden et al. [32, 46] assumed a keyhole, shown in Figure 2.7, with circular 

horizontal sections of radius varying with depth to model the physical processes in the 

vapor and molten regions.  Incident radiation was assumed to be uniformly absorbed over 

each cross-section, and the keyhole walls were assumed to be at boiling point 

 

 

Figure 2.7: Axi-symmetric keyhole and weld pool assumed by Dowden et al. [32]. 

(a)                                                                             (b) 

                                  

Figure 2.8:  Partial and full penetration keyholes calculated by Dowden et al. [32]. 
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temperature. The temperature inside the keyhole was assumed to have a quadratic 

variation with radial distance.  They further assumed all conditions in both the keyhole 

and weld pool region to be axi-symmetric.  Since the motion of the heat source imparts a 

directional dependence to the distribution of variables (for example, elongation of the 

weld pool in the welding direction), this assumption limits the application of the model to 

low welding speeds.   

 Figure 2.8 shows the keyhole shapes for partial and full penetration cases 

calculated by Dowden et al. [32].  The pressure in the keyhole was found to be 

determined by the surface tension and radius of the keyhole.  As the keyhole radius 

decreased with depth, the pressure in the keyhole increased.  Dowden et al. [32], 

however, recommended a detailed 3D heat transfer and fluid flow analysis for a better 

description of the weld pool.   

 Kroos et al. [47] studied the stability of a cylindrical keyhole concentric with the 

laser beam by balancing the forces and energy flux on the keyhole walls.  Figure 2.9 

shows the variation of normalized evaporation and normalized surface tension pressure at 

keyhole walls as a function of normalized keyhole radius.  The temperature was 

calculated by balancing the absorbed energy flux density, Qabs, which is the sum of the 

conduction losses, Qand evaporation, Qevap at the keyhole walls:   

 The energy flux density absorbed by the keyhole depends on the input power, P 

and the keyhole radius, a:  

 For Peclet number, Pe less than 0.2, the keyhole wall temperature can be given as 

a function of heat flux density at the circumference of the keyhole, Q and Pe.  That is,  

 The flux density due to evaporation can be given as a function of surface 

temperature, Ts, and ambient pressure, p0:  

Qabs = Q + Qevap (2.11) 

Qabs = f1(P, a) (2.12) 

Ts = f2(Q, a).   (2.13) 
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 With p0 and P known, substituting Eqs. 2.12 through 2.14 into Eq. 2.11 gives the 

surface temperature, Ts as a function of keyhole radius, „a‟.  Thus, the vapor pressure due 

to evaporation can be given as a function of keyhole radius, „a‟.  An increase in keyhole 

radius results in increase in the power entering the keyhole up to a certain value and then 

saturates at a value equal to the total beam power.  Therefore, the flux of absorbed energy 

first increases and then decreases with increasing keyhole radius.  This explains the 

maxima in variation of vapor pressure with keyhole radius.  Surface tension pressure (= 

/a, where  is the surface tension and „a‟ is the keyhole radius) was assumed to be 

dependent only on the keyhole radius and not on the temperature.  The intersections of 

the two curves mark the keyhole radii for which force balance is satisfied.  The keyhole 

will collapse if the keyhole radius is to the left of point A in Figure 2.9, since the surface 

tension is greater than vapor pressure.  On the other hand, the keyhole radius will expand 

to point B if the keyhole radius is between points A and B since the vapor pressure is 

greater than the surface tension pressure.  Finally, if the keyhole radius is to the right of 

Qevap = f3(Ts, p0) (2.14) 

 

 

Figure 2.9: Variation of vapor pressure (
_____

) and surface tension (- - -) with keyhole 

radius. r0 is the laser beam radius [47].   
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B, the keyhole radius will return to point B because the surface tension force exceeds the 

vapor pressure.  Therefore, point A is unstable whereas point B is stable [47].  This 

analysis, though, neglected the pressure built up in the keyhole due to flow of metal 

vapors.   

 Kroos et al. [48] then studied the dynamic behavior of the keyhole when the laser 

power is suddenly shut off by analyzing the balance between the surface tension and the 

vapor pressure for a cylindrical keyhole surrounded by a cylindrical weld pool.  From a 

perturbation analysis, they concluded that the keyhole is expected to undergo radial 

oscillations with a characteristic frequency that varied with the input power per unit 

thickness and the welding speed.  Klein et al. [49] theoretically studied the characteristic 

frequencies, damping rates and stability of radial, azimuthal, and axial oscillations 

(Figure 2.10) of a cylindrical keyhole surrounded by cylindrical melt pool in laser 

welding.  In addition to the vapor pressure considered by Kroos et al. [48], they also 

considered the excess pressure built up in the keyhole due to metal vapor flow, p which 

is given as [49]: 

where m is the mass of ablating particles, ng is the density, ug is the vapor velocity, d is 

the keyhole depth, and a is the keyhole radius.  Large amplitudes of oscillations may 

result in the keyhole radius becoming smaller than the unstable keyhole radius (point A in 

Figure 2.9) and the keyhole may collapse.  Since the separation between the unstable and 

the stable keyhole radius is smaller at lower absorbed power per unit thickness until it 

becomes zero at a threshold value, even small perturbations may result in the collapse of 

the keyhole at lower absorbed powers.  Therefore, the stability of the keyhole increases 

with increase in absorbed laser power. 
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  Trappe et al. [34] calculated the keyhole geometry through a two dimensional 

(2D) finite element model assuming a prescribed heat flux and found that the keyhole 

wall temperatures were nearly constant.  Kaplan [12] predicted asymmetric keyhole 

shapes by energy balance on keyhole walls which enabled prediction of weld geometry 

for high welding speeds, but neglected fluid flow.  Assuming the keyhole walls to be at 

the boiling point of the work-piece material and planar heat conduction, he modeled the 

heat conduction in the plasma and the liquid melt pool.  The degree of ionization of the 

metal vapors was calculated as a function of temperature using Saha‟s equation.  Local 

thermodynamic equilibrium was assumed, i.e. both the electron and heavy particles were 

at same temperature.  The inverse Bremmstrahlung absorption coefficient was calculated 

based on the degree of ionization.  The model was applied to a wide range of welding 

speeds (10 to 150 mm/s).   

 Sudnik et al. [38] calculated the pressure in the keyhole by balancing the vapor 

pressure, surface tension and hydrostatic forces on the keyhole walls and used the 

equilibrium pressure versus temperature relation to assign keyhole wall temperatures.  

Thus, they considered the variation of temperature on keyhole walls.  However, the 3D 

fluid flow in the weld pool was approximated with 2D flow in the horizontal and vertical 

sections.  They used effective turbulent thermal conductivity by enhancing the molecular 

values by a factor and ignored the convective heat flow.   Due to these simplifications, 

the model could be run in a very short time.  Matsunawa and Semak [11] simulated the 

dynamics of the front keyhole wall through a hydrodynamic model assuming that all of 

the laser beam fell on the front keyhole wall. They considered angular dependence of 

 

 

Figure 2.10: Radial, azimuthal, and axial oscillations of the keyhole [49]. 
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absorption coefficient and also a used a location dependent plasma absorption coefficient.  

Starting with an assumed shape of the front keyhole wall, they calculated its transient 

behavior.  They found that the spatial frequency of humps at the top surface increases 

with welding speed and finally the humps disappear.   

 Solana and Ocana [13] modeled the keyhole geometry and the weld pool for the 

laser welding process through energy and pressure balances.  They also calculated the 

electron densities in the plasma and the absorption coefficient for the inverse 

Bremsstrahlung absorption of laser beam by the plasma.  They reduced the 3D heat 

conduction equations for the plasma and the liquid region to 2D by assuming the 

temperature gradient in the vertical direction to be a constant.  The value of the constant 

was guessed initially and iterated until convergence was obtained.  Their work focused 

mainly on the calculation of the keyhole geometry.  Therefore, they made simplifications 

to the analysis of the liquid and the solid regions.  For example, they neglected the fluid 

flow, the phase changes, the associated enthalpy change, and assumed the same thermo-

physical properties for solid and liquid irrespective of the temperature.  

 Amara and Bendib [26] proposed a 2D finite element model of the vapor flow in 

the keyhole and considered the effect of multiple reflections of the laser beam in the 

keyhole by using a ray-tracing procedure.  Dowden [50] studied the role of viscous drag 

from the flow of vapor on the interaction between the keyhole and the weld pool.  Ki et 

al. [31, 51, 52] calculated free surface evolution by tracking gas/fluid interface 

considering recoil pressure, fluid flow, and multiple reflections.  To track the vapor/liquid 

interface, they used the narrow band level set method which transforms the problem to a 

partial differential equation and simplifies the calculations of the curvature of the surface 

and the unit vector normal to the surface.  The calculation of surface normal through level 

set method was used to track the rays during multiple reflections within the keyhole.  The 

convergence criterion for the governing equations required the time step to be less than 

10
-6

 s.  Therefore, the code was parallelized and optimized on a supercomputer to make 

the computations manageable. 
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 Ye and Chen [33] assumed a cylindrical keyhole and solved dimensionless 

Navier-Stokes equations.  They compared the results of 2D and 3D modeling of full 

penetration laser welds to demonstrate that even for the welding of thin plates, the 2D 

modeling approach was not satisfactory.  The calculations of the 3D model for full 

penetration weld considering Marangoni convection at the top and bottom surfaces of the 

full penetration welds resulted in hour-glass shaped weld pool.  They studied the 

dimensionless numbers to understand the significance of various parameters involved in a 

process.  The various dimensionless numbers involved in this study are defined in 

Table 2.1.  U is the welding speed, „a‟ is the radius of the cylindrical keyhole,  is the 

thermal diffusivity, is the kinematic viscosity, is the viscosity,  is the density, 

Tb is the boiling point, T0 is the ambient temperature, C is a constant, „g‟ is the 

acceleration due to gravity,  is the coefficient of volumetric expansion, and Qav is the 

average heat flux density at the liquid/vapor interface.  Typical values of the 

Table 2.1: Dimensionless numbers in heat transfer and fluid flow analysis. 

Dimensionless Number Definition Remarks 

Peclet number, Pe Ua/ 

Ratio of heat transfer through 

convection to heat transfer through 

conduction 

Prandtl number, Pr 
Ratio of kinematic viscosity to 

thermal diffusivity 

Reynolds number, Re aU/ 
Ratio of inertial force to viscous 

force 

Marangoni number, Ma -(d/dT)(Tb-T0)a/ 

Represents the effects of surface 

tension gradient on fluid flow and 

heat transfer 

Stefan number, Ste C(Tb-T0)/L 
Represents the effect of latent heat 

of fusion on heat transfer 

Grashof number, Gr g(Tb-T0)a
3
/

2 Ratio of buoyancy force to viscous 

force 

Nusselt number, Nu aQav/(( Tb-T0) k) 

Ratio of heat transfer through 

convection to heat transfer through 

conduction across a boundary 

Temperature, T (T-T0)/(Tb-T0) Dimensionless temperature 

Height, H h/a Dimensionless height 
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dimensionless parameters for full penetration welding on thin plates are: Pr = 0.01 to 0.1, 

Ste = 1 to 10, Ma = 100 to 10000, Gr = 10 to 1000, and Pe = 1 to 10 [33].  Low value of 

Prandtl number means that heat diffuses quickly compared to velocity.  High value of 

Marangoni number means that surface tension gradient has a strong effect on the heat 

transfer and fluid flow.  Since the Grashof number is much higher than one, the buoyancy 

force is much stronger than the viscous force.  High Peclet numbers indicate that 

convection is typically very important for heat transfer in the weld pool. 

 

  

 Figure 2.11 shows the calculated weld cross-sections for a full penetration weld 

for two different Marangoni numbers.  The welding condition in terms of dimensionless 

numbers was Pe = 1, Pr = 0.1, melting point, Tm = 0.5, Gr = 0, Ste = 5.0, and the 

dimensionless thickness, H = 5.0.  The dimensionless thickness of 5.0 corresponded to a 

plate 1.35 mm thick for a keyhole radius of 0.27 mm.  Since the keyhole was assumed to 

be cylindrical and the effect of buoyancy was neglected (Gr = 0), the weld pool was 

 

 

Figure 2.11: Computed weld profile in the vertical plane perpendicular to welding 

direction for two different Marangoni numbers.  Pe = 1, Pr = 0.1, Ste = 5.0, H = 5, Tm = 

0.5, and Gr= 0 [33].  

 

 

Figure 2.12:  Computed weld pool shape at the top surface for two different Marangoni 

numbers.  Pe = 1, Pr = 0.1, Ste = 5.0, H = 5, Tm = 0.5, and Gr= 0 [33]. 
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symmetrical with respect to the horizontal plane at mid-thickness of the work-piece.  The 

weld pool was wider at the top and bottom surfaces compared to the middle plane and the 

widening at the free surfaces is greater at higher Marangoni number. 

 Figure 2.12 shows the comparison of isotherms for welds calculated considering 

Marangoni convection (Ma = 1000) and ignoring Marangoni convection (Ma = 0). The 

welding condition was defined in terms of dimensionless numbers as Pe = 1, Pr = 0.1, Tm 

= 0.5, Gr = 0, Ste = 5.0, and, H = 5.  The isotherms are marked for T = 0.4 to T = 1.0 at 

intervals of 0.1.  The figure shows that Marangoni convection can appreciably affect the 

weld results even for small plate thickness of 1.35 mm.   

 

 Figure 2.13 compares the calculated weld pool shapes at the top and the bottom 

surfaces for two different Grashof numbers, i.e. for different significance of buoyancy. 

The welding condition in terms of dimensionless numbers was Pe = 2, Ma = 200, Tm = 

0.5, Pr = 0.1, Ste = 5.0 and H = 5.  Due to buoyancy, the weld pool becomes asymmetric 

about the middle plane at Gr = 1000.  The weld pool is wider at the top surface compared 

to the weld pool at the bottom surface.  At Gr = 100, the shapes of weld pool at the top 

 

 

Figure 2.13: Comparison of calculated weld pool shape at top (
_____

) and bottom (
…….

) 

surfaces for a full penetration weld made on thin plate (plate thickness = 1.35 mm).  (a) 

Gr = 1000, and (b) Gr = 100.  Pe = 2, Pr = 0.1, Ste = 5.0, H = 5, Tm = 0.5, and Ma = 200 

[33]. 
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and bottom surfaces were similar.  Therefore, at low values of Gr, the convection due to 

variation of variation of density can be neglected. 

 The net power absorbed by the work-piece with thickness „h‟ can be given by 

Eq. 2.16: 

 That is, higher Nusselt number means more heat is absorbed by the work-piece.  

Total power absorbed by the work-piece can be given by integrating the local energy flux 

density over the keyhole surface:      

 The average Nusselt number, Nu can be calculated from Eqs. 2.16 and 2.17 as:  

  

 Figure 2.14 shows the variation of the calculated Nusselt number with variation in 

Peclet number at three different Marangoni numbers.  Nu increases with increasing Pe (or 

P = 2hk(Tb-T0)Nu (2.16) 

  dθ
rd

Td
zdTTkP

2π

0

H

0

0b   (2.17) 
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Td
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2π

1
Nu

2π

0

H
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H

 (2.18) 

 

 

Figure 2.14: Variation of computed Nusselt number with Peclet number for three 

different Marangoni numbers. Tm = 0.5, Pr = 0.1, Ste = 5.0, Gr = 0, and H = 5 [33]. 
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welding speed) and decreases with increasing Ma.  Eq. 2.16 implies that more laser 

energy is required for full penetration welding when Nu is high.  Since Pe and Ma depend 

on the welding speed and material properties (d/dt, Tb, , and , the amount of laser 

energy required to form a full penetration weld can be related to these parameters.  For 

fixed laser energy absorbed by the work-piece (and consequently, Nu), Pe is higher at 

higher Ma.  Recall that, Pe = Ua/.  If, then, both the welding speed and the laser energy 

absorbed by the work-piece are fixed, higher Ma will result in higher keyhole radius. 

 Lee et al. [27] studied the mechanism of keyhole formation and stability in 

stationary laser welding of mild steel by assuming an axisymmetric keyhole profile and 

using volume of fluid method.  Figure 2.15 shows the evolution of the keyhole and the 

weld pool with time for a mild steel weld made with 2 kW CO2 laser.  The recoil pressure 

of evaporating material induces an upward flow of molten material and causes the 

formation of a convex profile at the top surface.  The convex profile causes a downward 

flow due to hydrostatic pressure and surface tension.  The collision of the upward and 

downward flow causes the formation of a protrusion on the keyhole wall at 5.4 ms.  The 

protrusion blocks the laser beam energy which causes evaporation of the upper surface of 

the protrusion.  The recoil pressure of the evaporating particles pushes the protrusion 

downwards.  As a result, a void is formed at 5.5 ms.  

 Zhao et al. [22] studied the effect of beam defocusing on keyhole porosity by 

considering 3D conduction heat transfer.  The model was used to predict the transition 

from conduction to keyhole mode welding.  The occurrence of macroporosity is more 

likely in the transition regime compared to both conduction and keyhole mode regimes.  

Tsirkas et al. [53] calculated the distortion in LBW by using a 3D heat transfer finite 

element model that considered metallurgical transformations.  Du et al. [54] modeled the 

fluid flow in full penetration welds using non-staggered grids with a momentum 

interpolation scheme to reduce the required storage space.  Wang et al. [55] assumed a 

laminar flow and a double ellipsoid heat source to model the heat transfer and fluid flow 

in laser welding through control volume method.  
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 Zhou et al. [56, 57] modeled the keyhole dynamics and the plasma zone during 

pulsed laser welding using the volume of fluid method for tracking free surface.  They 

attributed void formation to rapid solidification after the laser pulse was shut off and 

proposed controlling the pulse shape to reduce porosity.  Lines (a), (b) and (c) in 

Figure 2.16 show three different laser pulse profile for generating a thick weld pool, for 

generating a thin weld pool, and for preventing porosity, respectively.  As opposed to 

laser pulses (a) and (b), input power is not switched off suddenly in pulse (c).  Instead, 

 

 

Figure 2.15: Flow pattern in the weld pool of mild steel around a stationary keyhole for 

2kW CO2 laser [27]. 
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the input power is reduced to 0.6 kW and maintained at that level for 5 ms before 

switching off the power.  The resulting sequence of fluid flow is given in Figure 2.17.  

After the laser power is reduced to 0.6 kW at 14 ms, the weld pool continues to be 

heated.  Therefore, the liquid metal which is at high temperature has low viscosity and 

has enough time to fill the vapor cavity completely before solidifying.  As a result, the 

occurrence of porosity is reduced. 

 

 

 

 

 

 

 

 

 

 

Figure 2.16: Laser pulse for (a) generating a thick weld pool, (b) generating a thin weld 

pool, and (c) preventing porosity [56]. 
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Figure 2.17: Fluid flow during the collapse of a stationary keyhole after the laser power is 

shut off [56]. 
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 In short, the available numerical models for keyhole mode laser welding often 

make simplifying assumptions.  For example, some of the models assume a particular 

shape for the keyhole.  Other models neglect convective heat transfer and consider only 

conduction heat transfer for the calculation of temperature fields.  Some models perform 

only a 2D heat transfer analysis on the 3D problem while still others simplify the fluid 

flow analysis into 2D analysis of flow in horizontal and vertical planes.  These 

assumptions simplify the computations but limit the application of these models to 

selected process parameters and the materials.    

Models that consider only heat transfer through conduction cannot be applied to 

high Peclet number systems, i.e. conditions under which heat transfer through convection 

is very significant.  Such conditions include welding of low thermal conductivity alloys 

like steel, vanadium, and Ti-6Al-4V alloy.  Since these are important engineering 

materials, it is important that the numerical model of keyhole mode welding is applicable 

to these alloys.   

On the other hand, comprehensive 3D models of heat transfer and fluid flow in 

keyhole mode welding that consider physical processes like transient tracking of the 

liquid/vapor and solid/liquid interfaces are computationally very intensive.  Therefore, 

there is a need of a computationally efficient model of keyhole mode welding that can be 

applied to a range of welding conditions and for materials with very different thermo-

physical properties.  A widely applicable model must consider fluid flow as well as heat 

transfer in three dimensions, but computational tasks can be reduced by making 

appropriate simplifications. 

2.2.2 Electron beam welding 

 While many numerical models for heat transfer and fluid flow have been 

developed for keyhole mode laser welding [4, 10-13, 16, 17, 20, 25-27, 29, 31-34, 38, 42, 

44, 46-53, 55-68], very few models are dedicated to the calculation of heat transfer and 

fluid flow for EBW [10, 69-74].  Klemens [10] calculated the electron beam penetration 
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using energy balance on keyhole walls.  He assumed that the absorption of electrons by 

the plasma was small, that the electrons were completely absorbed once they reached the 

keyhole wall, and that the keyhole walls were at the boiling point of the alloy.  Elmer et 

al. [71] proposed three heat conduction models for EBW based on distributed, point or 

line heat sources, depending on the power densities and compared calculated and 

measured weld geometries.  Point energy source model predicts an aspect ratio of 1.  

Aspect ratio less than 1 implies that the heat is distributed at the top surface and 

correspondingly, a distributed heat source model is used.  For aspect ratios much higher 

than 1, depth is very large compared to the half-width of the weld pool and a line source 

model is used in such cases.  To prescribe the regimes for which each of the above heat 

source model was applicable, Elmer et al. [71]  identified the parameter average energy 

density, 0



E  (=P/vd).  Here „P‟ is the input power, „v‟ is the welding speed, and „d‟ is the 

beam diameter.  Figure 2.18 [71] shows the variation of weld aspect ratio (depth divided 

by half-width of weld pool) with average energy density, 0



E , for three input power 

levels for 304 stainless steel welds.  Based on the discussion on the typical aspect ratios 

of weld pool calculated from different types of heat source models, it can be seen that for 

energy densities higher than 
*

0E


, and high input powers, when depth is higher than 

width, a line source model should be used.  For energy densities higher than  
*

0E


 and 

low input powers, when aspect ratio is close to 1, a point source model should be used.  

Finally, for energy densities lower than 
*

0E


, a distributed heat source model should be 

used to obtain low depth to width ratio. 
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 Hemmer and Grong [72] used an analytical heat conduction model and predicted 

keyhole penetration assuming a cylindrical keyhole shape with a predefined surface 

temperature.  Wei and Chow [73] studied the effect of beam focusing and alloying 

elements on the shape of the electron beam keyhole.  Any horizontal cross-section of the 

keyhole was assumed to be a circle and the variation of wall temperature on the 

circumference at any depth was assumed to be small compared to the surface temperature 

and was neglected.  They further neglected latent heat due to melting and evaporation, 

radiative loss, and convection in melt pool.  Balance between surface tension and vapor 

pressure was done to obtain the keyhole surface temperatures.  Figure 2.19 shows the 

variation of keyhole wall temperatures with depth for the welding of Al 1100 alloy at 

4.34 kW input power and 8 mm/s welding speed.  The calculated values are given by the 

solid line.  The corresponding keyhole wall temperatures measured by Schauer and Giedt 

[75] using a narrow band infrared pyrometer are given by the dotted line.  The computed 

keyhole surface temperatures for Al 1100 alloy varied with depth by as much as 600 K 

which was similar to the variation in measured values.  

 

 

 

Figure 2.18: Weld aspect ratio versus average energy density [71]. 
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 The effect of small additions of volatile alloying elements on the keyhole wall 

temperatures is shown in Figure 2.20.  The computed keyhole wall temperature at the 

bottom was about 2300 K for pure Aluminum which was close to the value obtained from 

experimental observations by Schauer and Giedt [75].  Addition of small amounts (0.1 wt 

%) of volatile alloying element (Zinc) to pure Aluminum resulted in significant drop in 

calculated keyhole surface temperatures (~400 K) and a consequent increase in 

penetration depth.  The keyhole wall temperatures are calculated through a balance 

 

 

Figure 2.19: Variation of keyhole wall temperatures for Al 1100 alloy at 4.34 kW input 

power, 8 mm/s welding speed, 0.005 rad divergence, -4 mm defocus, and 0.7 mm focal 

spot size [73]. 
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between the vapor pressure, which increases strongly with increase in temperature, and 

the surface tension.  The total vapor pressure is significantly increased in the presence of 

volatile alloying elements.  Therefore, the total vapor pressure becomes high enough to 

balance the surface tension at lower temperatures compared to when no volatile alloying 

elements are present.  In other words, the equilibrium keyhole wall temperatures are 

lowered.  As can be seen from Figure 2.20, the reduction in keyhole wall temperatures is 

lower when the alloying element content is increased from 0.1 to 0.2 % compared to the 

increase from 0 to 0.1 %.  Because of the lower keyhole wall temperatures (or boiling 

temperatures) required, the penetration depth is increased.  

 

 Wei and Giedt [74] proposed a 2D heat transfer and fluid flow model and 

computed the free surface temperature, liquid layer thickness and tangential free surface 

fluid velocities assuming that the surface tension gradient is the main driving force for the 

fluid flow.  They studied the effect of Reynold‟s number, surface tension, convection and 

 

 

Figure 2.20: Effect of volatile alloying elements on computed keyhole wall temperatures 

for aluminum with different weight percents of alloying elements at 3 kW input power, 

20 mm/s welding speed, 0 mm defocus, and 0 rad divergence [73]. wB is the weight 

percent of Zn. 
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conduction on the surface temperatures, the liquid layer thickness and the surface 

velocity and found that the effect of conduction in the flow direction on the surface 

temperatures and liquid layer thickness was relatively unimportant.  Assuming any 

horizontal cross-section of the keyhole to be circular, Wei, Wu, and Chow [76] calculated 

keyhole shape and wall temperatures through energy and force balance at keyhole walls. 

  

 Assuming the vapor cavity to be a paraboloid of revolution, Wei and Shian [77] 

calculated penetration depth and surface temperatures using an analytical 3D heat 

conduction model.  To account for the convective heat transfer, thermal diffusivity in the 

flow direction was enhanced by a factor of five.  The cavity opening radius, beam power, 

Peclet number, and a parameter approximating convection, S (=/enh, where enh is the 

 

 

Figure 2.21: Variation of measured and computed keyhole wall temperatures with depth 

for welding of Al 1100 alloy [77]. S = /enh, where  is the thermal diffusivity and enh 

is the enhanced thermal diffusivity of liquid.  Q* = Q/(kl(Tm-T0)) where Q is the input 

power, kl is the thermal conductivity of liquid,  is a dimensional energy distribution 

parameter (units of length),  Tm is the melting temperature, and T0 is the ambient 

temperature.  Pe = Uwhere U is the welding speed.  g* = Ug/2, where g is the 

work- piece thickness.  r0 = r/where r is the cavity opening radius. 
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enhanced thermal diffusivity) were specified for the calculations.  By comparing the 

temperatures calculated in the liquid and the heat affected zone with the experimental 

observations of Schauer and Giedt [75], they showed that using point and line heat source 

solutions for high energy density was not accurate.  Figure 2.21 shows the comparison 

between the calculated keyhole wall temperatures and the values measured by Schauer 

and Giedt [75].  The keyhole wall temperature at the base calculated using the 3D 

analytical model was found to be similar to the measured value.  However, the variation 

of keyhole wall temperatures with depth was significantly different from the 

experimental measurements of Schauer and Giedt [75].  This difference was attributed 

primarily to the deviation of the keyhole shape from the assumed paraboloid of 

revolution.  

 Ho, Wen and Lee [78] calculated the keyhole wall temperatures using a 3D 

analytical model assuming the keyhole shape to be a paraboloid of revolution.  They 

neglected fluid flow calculations and instead enhanced the thermal diffusivity five times 

the molecular value to account for convective heat transfer.   

 The survey of available literature shows that a comprehensive 3D numerical 

model of heat transfer and fluid flow in keyhole mode EBW is not available.  Conduction 

heat transfer models of keyhole mode EBW are clearly limited in their applicability to 

low Peclet number situations where convection plays only a minor role in the heat 

transfer.  Some models consider convective heat transfer by enhancing the thermal 

diffusivity by a constant multiple.  Such an approach may give reasonable results when 

the focus is on a particular region in the keyhole (e.g. when calculating keyhole wall 

temperatures).  However, since the contribution of convection depends on the local fluid 

velocities and therefore varies with location, this approach may not be accurate when the 

temperature distribution in the entire weld pool is needed.  Furthermore, the multiple by 

which thermal diffusivity should be enhanced will depend on the work-piece material and 

the process conditions.  Therefore, it will have to be determined separately for different 

welding conditions.   Other models that simplify the fluid flow in the weld pool to a 2D 

problem in the horizontal plane are likely to give results differing from experimental 

observations.  This is specifically true in light of the surface tension driven convection in 
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the axial direction due to significant difference in keyhole wall temperatures along the 

depth as discussed previously.   

 As evident from the results of numerical studies discussed earlier, the keyhole 

wall temperatures in EBW done under near vacuum conditions can vary significantly 

with depth.  The corresponding variation in LBW is smaller (Appendix A) and is often 

neglected in numerical models.  The variation of keyhole wall temperatures with depth 

can affect the heat balance at keyhole walls significantly and also result in surface tension 

gradient driven axial flow at the keyhole walls thereby affecting the calculated keyhole 

geometry.  Numerical models of keyhole mode welding that do not consider this variation 

of keyhole wall temperature along the depth cannot be applied to EBW.  Therefore, a 

numerical model for keyhole mode EBW should, in addition to addressing the need for 

computational efficiency and consideration of 3D fluid flow and heat transfer mentioned 

in section 2.2.1, also calculate the variable keyhole wall temperatures at various depths 

and its effect on fluid flow and heat transfer.  

2.3 Important unanswered questions 

(A)  Numerical models of keyhole mode welding often make simplifications 

that limit their applicability in terms of range of welding conditions.  On the other 

hand, there are models that make detailed calculations of transient processes in 

keyhole mode welding which make the calculations very time consuming.  Is 

there a middle path that reduces the required computational time for the model but 

does not limit the applicability of the model?  Can a model obtained following 

such a middle path be applicable to materials with wide ranging material thermo-

physical properties and under wide ranging process conditions involving both 

high and low Peclet number conditions?   

 In this work, numerical models have been proposed for keyhole mode 

laser and electron beam welding with these goals in mind.  The models separate 

the keyhole geometry calculation, which is done based on energy balance, from 

3D heat transfer and fluid flow.  This approach reduces the computational task 
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while still maintaining the applicability of the model to both high and low Peclet 

number conditions.   

(B)  The material properties affect the heat transfer and fluid flow in the weld 

pool which in turn determine the temperature distribution and the cooling rates in 

the work-piece.  The structure and integrity of the welded joint depend on the 

temperature distribution and cooling rates, and therefore, the material properties.  

The heat transfer and fluid flow model need to be used to answer the following 

important questions: (1) How do the material properties affect the heat transfer 

and hence the weld characteristics like geometry and thermal cycles? (2)  How 

important is convective heat transfer in determining the weld characteristics and 

how does its significance change with material properties? (3)  How do the 

solidification parameters vary with process conditions? (4)  How do the 

temperature fields and cooling rates differ in partial and full penetration welds?  

(5)  How does the temperature variation on the keyhole walls in EBW affect the 

weld geometry?  

(C)  Since the model results depend on the input parameters, can the accuracy 

of model predictions be improved by using a methodology to better estimate the 

values of input parameters whose values are not accurately known?  Can the 

welds be tailored to obtain specific weld characteristics?   

 The goal of the research reported in this thesis is to address these 

important unsolved problems. 
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Chapter 3 

 

Heat Transfer and Fluid Flow in Laser Beam Welding 

3.1 Introduction 

 As discussed in Chapter 2, numerical models of keyhole mode laser welding that 

are available in literature are often applicable to a limited range of welding parameters 

and/or materials.  These limitations are due to simplifications in the calculation scheme 

such as assumption of symmetrical keyhole and/or weld pool shapes, neglect of 

convective fluid flow, and two dimensional (2D) analysis of a three-dimensional (3D) 

problem [1-11].  The comprehensive models of keyhole mode laser welding, on the other 

hand, are computationally intensive because of transient calculations that consider 

tracking of liquid/vapor interface, multiple reflections, etc. [12-17].  Therefore, there is a 

need for a fluid flow and heat transfer model for keyhole mode laser welding that is 

applicable to a wide range of work-piece materials and welding conditions and is also 

computationally efficient so that it can be run in a small amount of time.  In this work, a 

3D numerical model of keyhole mode heat transfer and fluid flow is developed and 

tested.  The model considers the important physical processes involved in laser welding 

while making simplifications to make the computational task tractable.  It has been tested 

for a wide range of materials and welding conditions including partial and full 

penetration welds.  Calculations of the numerical model show distinct differences in the 

weld geometries of high and low thermal diffusivity materials.  The role of convective 

heat transfer in determining the weld geometry is further demonstrated through 

calculation of dimensionless numbers.  The numerical model has been used to calculate 

solidification parameters at the trailing edge of the weld pool and relate them to expected 

solidification microstructure.  It has also been used to illustrate the difference between 

partial and full penetration welds in terms of weld characteristics like fusion zone 

geometry and cooling rates. 
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3.2 Experiments 

For validating the three dimensional heat transfer and fluid flow model for LBW, 

several welds were made at Applied Research Laboratory (ARL) at The Pennsylvania 

State University, and Lawrence Livermore National Laboratory (LLNL). 

3.2.1 A131 welds made at ARL 

 Autogenous laser welds were made on A131 grade EH-36 steel (composition 

given in Table 3.1) using a 14 kW maximum power continuous wave CO2 laser (UTIL 

SM-21-14) at the ARL.  The raw laser beam, a 63.5 mm annulus, is focused onto the 

work-piece using a 330.2 mm focal length lens.  The focal spot in the absence of plasma 

is approximately 1.0 mm in diameter.  Laser power was measured at the work-piece prior 

to welding using a laser power probe.  Power incident on the work-piece was varied from 

3.3 to 9.6 kW and the welding speed varied from 12.7 to 31.8 mm/s.  Table 3.2 lists the 

welding parameters used for these experiments.  The laser was focused on the surface of 

the plate and plasma suppression was provided by a helium shielding nozzle with a gas 

flow rate of 1.57x10
-3

 m
3
/s.  Samples were 10 mm thick, 51 mm wide and 152 mm in 

length.  The 127 mm long autogenous welds were centered on the plate.  The top surface 

of the plate was ground to remove primer prior to welding.  Selected welds were 

sectioned, polished, etched and photographed to reveal the weld fusion zone profile and 

microstructure.  

 

 

 

Table 3.1: Specified Composition (max %) of ASTM A131 grade EH-and DH-36 Steels 

C Mn Si P S Al Nb V Ti Cu Cr Ni Mo 

0.18 1.6 0.5 0.035 0.035 0.015 0.05 0.10 0.02 0.35 0.2 0.4 0.08 
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3.2.2 304L stainless steel, Ti-6Al-4V, Tantalum, and Vanadium welds at LLNL 

 A second set of welds was made using a Rofin Sinar DY-022 diode pumped 

continuous wave Nd:YAG laser at LLNL [18] with a maximum power output of 2200 W. 

The laser beam is delivered from the power supply to a Class 1 laser workstation using a 

30 m long 300 m diameter fiber optic cable.  Within the workstation, the beam passes 

through a set of 1:1 focusing optics, consisting of a 160 mm collimator and a 160 mm 

focal length lens.  The actual power output of the laser system at the exit of the optics 

assembly was measured using a water-cooled Coherent power meter, which has a rated 

measurement accuracy of ±1 % and a calibration uncertainty of ±2 %.  Table 3.3 

compares the power levels measured at the exit of the laser optics to the range of machine 

settings using the 300 m diameter fiber.  The % values given in Table 3.3 are calculated 

as hundred times the difference between the machine power setting and the measured 

output at the end of fiber optics divided by the machine power setting.  Overall, the laser 

power measurements displayed losses of approximately 10 % of the machine setting as 

the laser beam passed through the fiber optics.   

 

 

 

Table 3.2:  Welding variables for experiments. 

Data set Power (kW) Welding speed (mm/s) Energy/length (J/mm) 

(a) 3.3 12.7 260 

(b) 5.0 12.7 371 

(c) 6.8 12.7 505 

(d) 9.6 12.7 713 

(e) 5.1 19.05 268 

(f) 4.9 25.4 193 

(g) 5.0 31.75 157 
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 Autogenous bead on plate laser welds, 50 mm in length, were made on flat plates 

of vanadium, Ti-6Al-4V, 304L stainless steel, and tantalum.  The chemical compositions 

of the four materials are given in Table 3.4.  The sample thickness for each of these 

materials varied, from 3.2 mm for the vanadium samples, to 6.0 mm for the tantalum 

samples, to 9.5 mm for the 304L stainless steel, and 12.7 mm for the Ti-6Al-4V samples.  

Table 3.5 provides a summary of the work-piece dimensions for all the materials used.  It 

should also be noted that unlike the samples used for the other materials examined here, 

the tantalum samples contain a machined step-shaped butt joint.   

 All welds were made at sharp focus, with the beam focus set at the surface of the 

weld sample.  During welding, argon shielding gas was supplied through a 4.0 mm 

diameter nozzle with a gas pressure of 5.51 x 10
5
 Pa placed approximately 25.0 mm from 

the laser beam impingement area.  Welds in the 304L stainless steel, Ti-6Al-4V, and 

tantalum samples are made with the laser beam oriented normal to the weld sample.  In 

the welding of the vanadium samples, the laser head was tilted at an angle of 5º normal to 

the sample surface and towards the leading edge of the weld and along the direction of 

welding to avoid any damage to the laser optics from potential back-reflection.   

 The welding experiments performed on each material system have utilized 

different ranges of welding parameters, which are summarized in Table 3.5.  In the first 

set of experiments, the effects of changes in the input power, from approximately 615 W 

through 1980 W, at a constant travel speed have been analyzed on the vanadium, 304L 

Table 3.3:  Summary of machine power settings and measured output power. 

Machine Power Setting (W) Measured Output (W) % loss 

220 202 8.2 

440 396 10.0 

660 588 10.9 

880 779 11.5 

1100 973 11.5 

1320 1160 12.1 

1540 1340 13.0 

1760 1550 11.9 

1980 1770 10.6 

2200 1980 10.0 
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stainless steel, and the Ti-6Al-4V samples.  The travel speeds were 16.9 mm/s, 19.1 

mm/s, and 25.4 mm/s for Ti-6Al-4V, 304L stainless steel samples, and vanadium samples 

respectively.  The second set of experiments compared the effects of changing travel 

speeds at a constant input power for both tantalum and 304L stainless steel samples.  For 

the tantalum samples, the travel speeds varied between 0.85 mm/s to 12.7 mm/s at a fixed 

input power of 1900 W, while those for the 304L stainless steel varied between 6.4 mm/s 

and 16.9 mm/s at a fixed input power of 1980 W.   

 After welding, a section of the weld comprising approximately 6.4 mm of the 

weld length was removed from a location near the middle of each weld.  This sample was 

mounted in cross section, polished, and etched to reveal both the microstructure and the 

resulting weld fusion zone boundary, which defines its shape and size.  Each metal/alloy 

required a different etchant to reveal the microstructure effectively.  The 304L stainless 

steel samples were etched with an electrolytic oxalic acid etch commonly used with 

stainless steels.  Krolls etchant was used to reveal the fusion zone boundary in the Ti-

6Al-4V sample.  An etchant composed of 20 mL ethylene glycol, 10 mL HNO3, and 10 

mL HF was used for the vanadium samples.  Finally an aqueous chemical etchant 

consisting of 30 grams of ammonium bifluoride, 20 ml water, and 50 ml nitric acid was 

used on the tantalum samples.   

 A digital micrograph of each weld cross-section was taken using a conventional 

optical microscope.  From this micrograph, the weld width at the top surface and the weld 

depth below the surface of the plate were measured using a commercially available image 

analysis software package (Adobe Photoshop 7.0).  For each weld, measurements of the 

weld depth along the centerline of the weld cross section and the weld width along the 

surface of the sample have been made.   
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Table 3.4: Composition of Vanadium, Ta, 304L stainless steel, and Ti-6Al-4V alloy. 

Material Element Weight % 

Vanadium 

Si 0.034 

C 0.0052 

H 0.0004 

N 0.017 

O 0.01 

Ta Commercially pure  

304L SS 

Cr 18.2 

Ni 8.6 

Mn 1.7 

Mo 0.47 

Co 0.14 

Cu 0.35 

Si 0.44 

C 0.02 

N 0.082 

P 0.03 

S 0.0004 

Fe Balance 

Ti-6Al-4V 

Al 6.09 

V 4.02 

C 0.01 

H 0.0022 

Fe 0.25 

N 0.007 

O 0.117 

Ti Balance 
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Table 3.5:  Welding conditions.  All welds were made using a 300  diameter fiber with 

argon shielding gas. 

Material Power, W Welding 

Speed, mm/s 

Weld Depth, 

mm 

Weld Width, 

mm 

Vanadium 664 

25.4 

0.91 1.12 

3.2 mm X 152.4 mm 

X 25.4 mm 

887 1.22 1.32 

1109 1.51 1.52 

1332 1.66 1.65 

1777 2.18 1.9 

1980 2.28 2.13 

304 SS 664 

19.1 

1.92 1.3 

9.5 mm X 152.4 mm 

X 25.4 mm 

887 2.31 1.66 

1109 2.64 1.79 

1332 2.81 1.79 

1554 3.1 1.93 

1777 3.41 2.22 

1980 3.58 2.19 

Ti-6Al-4V 615 

16.9 

1.623 1.854 

12.7 mm X 152.4 

mm X 76.2 mm 

720 1.93 2.108 

783 2.057 2.184 

875 2.21 2.337 

980 2.464 2.464 

1055 2.54 2.642 

1234 2.692 2.743 

1400 3.023 2.896 

Tantalum  

 

1900 

 

 

 

0.85 2.9 4.4 

6 mm X 150 mm X 

25 mm 

1.7 2.7 3.5 

2.54 2.5 3.7 

3.81 2.3 3.1 

6.4 2.2 2.6 

12.7 2.0 2.2 

304 SS 

1980 

6.4 4.48 4.48 

9.5 mm X 152.4 mm 

X 25.4 mm 

8.5 4.16 4.08 

10.6 4.06 3.61 

12.7 3.65 3.3 

14.8 3.51 3.23 

16.9 3.41 3.1 
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3.3 Mathematical Model 

Linear keyhole mode laser welding is assumed to be a quasi-steady state process, 

i.e. temperature fields are independent of time when viewed from a co-ordinate system 

fixed to the heat source.  Among other factors, the transient fluctuations of the keyhole 

due to fluid flow, irregularities in the material, and slight variations in process 

parameters, have been neglected.   

3.3.1 Co-ordinate system 

A rectangular co-ordinate system has been used for the 3D fluid flow and heat 

transfer calculation.  Different grids have been used for scalar and vector variables, as 

explained elsewhere [19].  Non-uniform grids, with a finer mesh near heat source and 

coarser mesh far away from the heat source, have been used for computational efficiency.  

Welding direction is opposite to the x-axis.  Y-axis is perpendicular to the welding 

direction with y = 0 at the weld center line.  Z-axis is the vertical direction with z = 0 at 

the bottom of the work-piece.   

3.3.2 Keyhole profile calculation 

The keyhole geometry is calculated using a methodology similar to Kaplan‟s 

model [7, 11] that considers energy balance on a liquid-vapor interface assuming boiling 

point at the keyhole walls and constant absorption coefficients.  The boiling point of the 

alloy was taken to be a temperature where the sum of the equilibrium vapor pressures of 

all alloying elements over the alloy is 1 atmosphere.  Since the orientation of keyhole is 

almost vertical and the keyhole walls have a constant temperature at all depths, the heat 

transfer takes place mainly along the horizontal plane.  The keyhole geometry calculation 

considers enhanced absorption of laser beam due to multiple reflections within the 

keyhole.  The number of reflections of the laser within the keyhole depends on the 
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keyhole geometry which is iteratively determined.  During calculation of the asymmetric 

geometry of the keyhole, all temperatures inside the keyhole were assigned the boiling 

temperature of the alloy for the identification of the keyhole.  The temperature 

distribution from the keyhole model is then stored in a data file, which is then read into 

the thermo-fluid model.  At each horizontal xy plane, the keyhole boundary was 

identified by both a minimum and a maximum x value for each y value.  The energy 

balance model for calculation of keyhole geometry is described in greater detail in 

Chapter 5.   

3.3.3 Fluid flow and heat transfer calculation 

 After calculating the keyhole profile, the equations of conservation of mass, 

momentum, and energy are solved in 3D to model the fluid flow and heat transfer in the 

weld pool.  The heat source is assumed to be moving in the negative x-direction.  Density 

of the molten metal is assumed to be constant except when calculating buoyancy force 

according to Boussinesq approximation.  The momentum conservation equations in 3D, 

for the liquid metal flow in the weld pool can be expressed as [19, 20]: 

where  is the density, t is the time, xi is the distance along the i
th

 (i = 1, 2 and 3) 

orthogonal direction, uj is the velocity component along the j direction,  is the effective 

viscosity,  is the coefficient of volume expansion, gj is the acceleration due to gravity, 

and Tref is the reference temperature. The second term on the right hand side is the 

buoyancy source term [21-25]. The source term for the j
th

 momentum equation, Sj is 

given by (Eq.  3.2):  
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where „p‟ represents pressure, U is the welding velocity, and jkl is the alternating tensor.  

jkl  = 1, if the indices are in cyclic order, and jkl  = -1 if  the indices are in anti-cyclic 

order.  It is equal to 0 if any two indices are equal.  The third term represents the 

frictional dissipation in the mushy zone according to the Carman-Kozeny equation for 

flow through a porous media [26, 27], where fL is the liquid fraction, A is very small 

computational constant introduced to avoid division by zero, and C is a constant 

accounting for the mushy zone morphology (a value of 1.610
4
 was used in the present 

study [27]).  The fourth term accounts for the relative motion between the laser source 

and the work-piece [21].  The fifth term is due to electromagnetic force [25].  

The following continuity equation is solved in conjunction with the momentum 

equation to obtain the pressure field:     

In order to trace the phase change at the liquid/solid interface, the total enthalpy H 

is represented by a sum of sensible heat „h‟ and latent heat content H, i.e., H = h + H 

[21].  The sensible heat „h‟ is expressed as  dTCh p , where Cp is the specific heat, and 

T is the temperature.  The latent heat content H is given as H = fLL, where L is the 

latent heat of fusion.  The liquid fraction fL is assumed to vary linearly with temperature 

for simplicity [21]:  

where TL and TS are the liquidus and solidus temperatures, respectively.  Thus, the 

thermal energy transportation in the weld work-piece can be expressed by the following 

modified energy equation: 
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where k is the thermal conductivity.  The source term Sh is due to the latent heat content 

and is given as:  

The heat transfer and fluid flow equations were solved for the complete work-

piece.  For the region inside the keyhole, the coefficients and source terms in the 

equations were adjusted to obtain boiling point temperature and zero fluid velocities. 

A 3D Cartesian coordinate system is used in the calculation. Only half of the 

work-piece is considered since the weld is symmetrical about the weld center line.  The 

boundary conditions are shown in Figure 3.1.   

 

3.3.3.1 Top surface 

The weld top surface outside the keyhole region is assumed to be flat.  The 

velocity boundary condition is given as [28-32]: 
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Figure 3.1: Schematic of the boundary conditions. 
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where u, v, and w are the velocity components along the x, y, and z directions, 

respectively, and d/dT is the temperature coefficient of surface tension.  As shown in 

this equation, the u and v velocities are determined from the Marangoni effect [28-32].  

The w velocity is equal to zero since there is no outward flow at the pool top surface.  

The heat flux at the top surface is given as:  

where rb is the beam radius, f is the power distribution factor, Q is the total laser power,  

is the absorptivity,  is the Stefan-Boltzmann constant, hc is the heat transfer coefficient, 

and Ta is the ambient temperature.  In Eq. 3.8, the first term on the right hand side is the 

heat input from the heat source, defined by a Gaussian heat distribution.  The second and 

third terms represent the heat loss by radiation, and convection, respectively. 

3.3.3.2 Symmetric plane 

Zero flux boundary condition is applied for momentum and enthalpy at the 

symmetric plane, i.e., the vertical plane containing the welding direction, as:  
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3.3.3.3 Keyhole surface 

The temperature everywhere at the keyhole surface is fixed at the boiling point of 

the alloy by assigning a constant enthalpy value at all points on the keyhole surface: 

hboil is the enthalpy of the liquid metal/alloy at its boiling point.  Thus, the keyhole wall 

temperature is fixed at the boiling temperature of the alloy.  The velocity component 

perpendicular to keyhole surface is assigned a value of zero to represent no mass flux due 

to convection.   

3.3.3.4 Bottom surface 

A convective heat transfer boundary condition with a given heat transfer 

coefficient is specified for the bottom surface.  For partial penetration welds, fluid 

velocities are zero at the bottom surface.  For full penetration welds, a flat bottom surface 

was assumed for the fluid flow and heat transfer calculations.  However, free surface 

deformation was calculated, based on minimization of surface energy, after the 

temperature fields were computed.  Marangoni force driven velocity boundary conditions 

were assumed at the bottom surface of the weld pool: 

3.3.3.5 Solid Surfaces 

At solid surfaces far away from the heat source, temperatures are set at ambient 

temperature (Ta) and the fluid velocities are set to be zero. 

h = hboil (3.11) 
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3.3.4 Turbulence model  

In high energy density welding, turbulence in the weld pool may result in 

enhanced rates of heat, mass and momentum transport due to fluctuating components of 

velocity.  To estimate this enhanced transport phenomenon, often an appropriate 

turbulence model is used that provides a systematic framework for calculating effective 

viscosity and thermal conductivities [33, 34].
 
 The values of these properties vary with 

the location in the weld pool and depend on the local characteristics of the fluid flow.   

In this work, a turbulence model based on Prandtl‟s mixing length hypothesis (see 

Chapter 2) is used to estimate the turbulent viscosity [33]:  

where t  is the turbulent viscosity, ml  is the mixing length, and tv  is the turbulence 

velocity.  The mixing length at any location within the weld pool is the distance traveled 

by an eddy before its decay and is often taken as the distance from the nearest wall [34].  

The extent of computed turbulent kinetic energy was found to be about 10 % of the mean 

kinetic energy
 
[35]

 
in a controlled numerical study of re-circulating flows in a small 

square cavity.  Yang and DebRoy [36]
 
computed mean velocity and turbulent energy 

fields during GMA welding of HSLA 100 steel using a two equation k- model.  Their 

results also show that the turbulent kinetic energy was of the order of 10 % of the mean 

kinetic energy.  The turbulent velocity vt can therefore be expressed as: 

Effective viscosity at a particular point is the sum of the turbulent (t) and laminar 

(l) viscosities, i.e.  

tmt vl  (3.13) 

vt = (0.1v
2
) 

1/2
 (3.14) 

t = 0.3 lmv (3.15) 

 = t +l (3.16) 
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The corresponding local turbulent thermal conductivities are calculated by using 

the turbulent Prandtl number, which is defined in the following relationship:  

Based on previous modeling work [30, 34] the turbulent Prandtl number is set to a 

value of 0.9 for the calculations described here.   

3.3.5 Free Surface Calculation 

When no backing plate is present at the bottom surface of a full penetration weld, 

the surface deforms due to the weight of the liquid metal and the recoil pressure of the 

evaporating metal resulting in the formation of a hump.  This deformation of the bottom 

surface can be calculated based on constrained minimization of energy considering 

contributions from the gravitational energy, surface tension and the recoil pressure of the 

metal vapors.  Since this requires knowledge of the weld pool geometry and the 

temperature distribution on the weld pool surface, the free surface calculation is done 

after the heat transfer and fluid flow calculations have been completed.  The calculation 

of free surface neglects the effect of non-zero z-direction fluid velocities.   

The equations governing the top and the bottom free surface are given as [21, 22]:  

where recP  is the recoil pressure,  is the Lagrangian multiplier [37],  is the surface 

tension, x=    x, y=    y, and xy=    x y.  The symbols  and  represent 

the depression of the top and bottom surfaces, respectively.  The calculation of recoil 

pressure is described in Appendix B.  The Lagrangian multiplier method [37] is used for 

the solution of a set of equations with constraints such as volume conservation.  Different 
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values of the Lagrangian multiplier, , result in different surface configurations.  The 

correct value of  is determined from the volume conservation. 

Volume conservation for partial penetration welds gives the following constraint 

equation: 

Volume conservation for full penetration welds gives the following constraint 

equation: 

3.3.6 Calculation methodology 

1) The keyhole geometry is calculated prior to starting the heat transfer and fluid 

transport calculations.  The procedure for the calculations is available in the 

literature [7, 11] and is described in greater detail in Chapter 5.     

2) The computed keyhole geometry is mapped into the co-ordinate system of the 

thermo-fluid model, i.e., all grid points in the interior of the keyhole are 

identified.   

3) Momentum and energy balance equations, given by Eq. 3.1, 3.3, and 3.5, are 

solved assuming boiling temperature at the keyhole surface and no heat or mass 

flux across it.  Velocities and temperature inside the keyhole are fixed at zero and 

boiling point, respectively, by adjusting the source term coefficients using the 

control volume technique.  The fluid velocities at the keyhole surface adjust 

accordingly so that there is zero mass flux across the keyhole walls. 

4) During calculations, the viscosities and thermal conductivities are updated at all 

locations in the liquid phase based on the turbulence model.   

5) Deformation of the bottom surface of the full penetration weld is calculated using 

the temperature data from the thermo-fluid calculations. 

0dxdy   (3.20) 
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3.4 Computational time 

 A desktop computer with 3.2 GHz Pentium 4 processor and 1 GB Ram was used 

for the execution of the computer program.  The computational time for convergence 

ranged between 7 to 20 minutes depending mainly on the number of control volumes and 

the number of iterations.  For example, for the welding of 304L stainless steel with 1980 

W input power at 19.1 mm/s welding speed, 1.09 million grid points (172 X 102 X 62) 

were used and 1500 iterations were  necessary for convergence.  The time taken for this 

run was 11 min 6 s.  Since the momentum conservation equations are solved only in the 

weld pool region, the computational time depended not only on the total number of grid 

points and the number of iterations, but also on the size of the weld pool.  The extent of 

imbalance of enthalpy and velocities in the computational domain was used to determine 

convergence.  For example, when the absolute values of enthalpy imbalance divided by 

the enthalpy were added over all the enthalpy control volumes and the sum was less than 

0.01 %, enthalpy values were assumed to have converged.  The same convergence 

criterion was used for the each of the three velocity components. 

 Non-uniform grids are used with a finer spacing at locations near the heat source 

compared to the locations farther away from heat source.  Grid dependence of the model 

results was tested for the welding of Ti-6Al-4V alloy at 1000 W input power at 16.9 

mm/s welding speed using different number of grid spacing.  With an increase in the 

number of grids points, the weld pool length at the top surface, width pool width at the 

top surface, and weld depth were not significantly affected.  As shown in Table 3.6, 

increasing the number of grid points by about 138 % (from 142 X 57 X 77 to 180 X 77 X 

107) resulted in less than 3 % variation in the calculated weld dimensions.  Table 3.6 also 

shows the computational time required on a computer with 1 GB RAM using Intel 

Fortran Compiler 9.5 to complete 3000 iterations for each grid system.  Since the model 

results are not greatly affected by an increase in the number of grid points in this range, 

the coarser of the two grid systems may be chosen to reduce computational time.    
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3.5 Results and Discussion 

3.5.1 Model Validation: Weld geometry 

 The fluid flow and heat transfer model was used to calculate the temperature 

fields, flow velocities, weld geometries and solidification parameters for the keyhole 

mode laser welding of A131 steel, vanadium, Ti-6Al-4V, 304L stainless steel (SS), and 

tantalum.  These metals and alloys differ significantly in density, 4000 kg/m
3
 to 15000 

kg/m
3
, solid thermal conductivity, 20 W/m-K to 57 W/m-K, boiling point, 3100 K to 

5643 K, and other properties.  Particular attention is paid to the effects of variations in 

welding power and travel speed.  The model predictions of weld pool shape and size are 

then compared with the corresponding experimental results.  The results obtained from 

the current model reasonably predict the weld characteristics for a range of welding 

conditions and material properties by considering 3D fluid flow in the weld pool, while 

avoiding the computationally intensive task of vapor-liquid interface tracking.  Data used 

for the calculations is given in Tables 3.7 and 3.8. 

 

 

 

 

Table 3.6: Grid dependence of model results. 

Mesh Time taken Half-width 

(mm) 

Length  

(mm) 

Depth 

(mm) 

142 X 57 X 77 20 m 56 s 1.22 4.47 3.56 

162 X 57 X 77 24 m 52 s 1.22 4.48 3.56 

180 X 57 X 87 29 m 32 s 1.23 4.54 3.63 

180 X 77 X 87 37 m 57 s 1.21 4.48 3.63 

180 X 77 X 107 46 m 21 s 1.24 4.60 3.63 
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Table 3.7:  Data used for keyhole calculations. 

Physical Property 
A131 

steel 
V 

304L 

SS 

Ti-6Al-

4V 
Ta 

Boiling point, (K) [38, 39] 3100 3683 3100 3560 5643 

Density of liquid at boiling point, (kg/m
3
) 

[38-41] 
5800 5200 5800 3780 15000 

Specific heat of liquid at boiling point, 

(J/kg K) [28, 38, 40, 42, 43] 
800 907 800 730 231 

Thermal conductivity of liquid at boiling 

point, (W/m-K) [40, 44-47] 
29 50 29 30 67 

Absorption coefficient,  

0.16  

(CO2 

laser) 

0.28 0.30 0.30 0.32 

Heat of evaporation, x 10
6
  , (J/kg) [38, 39] 6.52 8.98 

6.52 

(Fe) 

6.21 

(Cr) 

1.03 

(Ti) 

4.1 

(Ta) 

Plasma attenuation coefficient, (m
-1

) 100 100 100 100 100 
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3.5.1.1 Variation of input power 

 Figures 3.2 to 3.5 show the comparison of experimental and calculated weld pool 

cross-sections for A131 structural steel, 304L stainless steel, Ti-6Al-4V alloy, and 

vanadium, respectively.  Figure 3.2 shows the variation of calculated weld cross-sections 

for A131 structural steel welds made using a continuous wave CO2 laser at a welding 

speed of 12.7 mm/s and input powers ranging from 3.3 kW to 9.6 kW.  The three lines in 

the computed left side of the figures indicate the solidus temperature (1745 K), the 

boiling point temperature (3100 K), and the A1 line temperature for the A131 alloy (1000 

K).  The boiling point contour marks the cross-sectional geometry of the keyhole, the 

solidus temperature contour marks the weld pool boundary, and the A1 line contour 

Table 3.8:  Data used for fluid flow calculations. 

Physical Property 
A131 

steel 
V 

304L 

SS 

Ti-6Al-

4V 
Ta 

Solidus temperature, (K) [28, 38, 48] 1745 2175 1697 1878 3288 

Liquidus temperature, (K) [28, 38, 48] 1785 2175 1727 1928 3288 

Density of liquid (kg/m
3
) [38-41, 48] 7000 5500 7000 4000 15000 

Specific heat of solid, (J/kg K) [28, 38, 

48] 
706 730 712 610 190 

Specific heat of liquid, (J/kg K) [38, 40, 

42, 43, 48] 
810 780 800 700 231 

Thermal conductivity of liquid, (W/m-K) 

[40, 44-47] 
21 50 29 30 67 

Thermal conductivity of solid, (W/m-K) 

[40, 44-47] 
21 30 27 21 55 

Viscosity, (Pa-s) [48, 49] 0.007 0.005 0.007 0.005 0.01 

Coefficient of thermal expansion, x 10
-5

 

(1/K) [38] 
1.0 1.0 1.96 0.8 0.66 

Temperature coefficient of surface 

tension, x10
-3

 (N/mK) [38] 
-0.49

 
0.31

 
-0.49

 
-0.26

 
-0.25 

Enthalpy of solid at melting point,  x 10
6
 

(J/kg)
 
[28, 38] 

1.20 1.25 1.20 1.12 0.52 

Enthalpy of liquid at melting point,  x 10
6
 

(J/kg)
 
[28, 38] 

1.26 1.58 1.26 1.49 0.68 
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approximately marks the HAZ region of the welded section.  The solid line on the 

experimental weld cross-section, shown in the right side of each figure, marks the 

boundary between the fusion zone and the heat affected zone.  The slight deformation of 

the top surface was used as a guide to determine the fusion zone boundary.  The highest 

power level of 9.6 kW resulted in a full penetration weld while the lower power levels 

produced partial penetration welds.  The calculated weld cross-sections agree reasonably 

well with the experimental observations.  The deviation of the simulated weld pool 

geometry from the experimental results falls within the variation of the weld geometry 

under seemingly identical experimental conditions.  The weld pool geometry is clearly 

affected by the convective heat transfer, as evidenced by the widening of the pool near 

the top surface where fluid velocities are highest.  For the full penetration case, the weld 

pool widens near the bottom as well as near the top due to Marangoni convection 

resulting in an “hour-glass” shape.  The weld geometry shows that for the welding 

conditions used, convective heat transfer plays an important role.   

 For 304L stainless steel, Ti-6Al-4V alloy, and vanadium welds shown in 

Figures 3.3 to 3.5,  the dotted lines and the solid lines mark the experimentally observed 

fusion zone boundary and the calculated weld pool boundary (as defined by the solidus 

temperatures), respectively.  The dashed lines show the keyhole geometry as defined by 

the boiling points of various materials.  As shown in Figure 3.3, there is good agreement 

between the calculated and experimental weld pool cross-sections of the 304L stainless 

steel welds for the three different input powers.  The agreement seems to be better at 

lower input powers than at higher powers.  The calculated weld pool cross-sectional 

shapes for Ti-6Al-4V agree with the experimental weld pool shapes as shown in 

Figure 3.4.  It should be noted that it is often difficult to discern the exact fusion zone 

boundary in Ti-6Al-4V welds because of grain growth in the heat affected zone.  Since 

the top surface deformation was small, it could not be used as a guide to determine the 

fusion zone boundary which is expected to be somewhere in the light etching region 

towards the boundary between the dark and the light etching regions.  The dotted line in 

Figure 3.4 marks the boundary between the dark and the light etching regions.  For the 

vanadium welds shown in Figure 3.5, the calculated weld cross-sections agree with the 
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experimental observations.  The calculations show less spread in the weld pool width at 

the top surface than the experimental results.  Each of these welds shows a cross-section 

with a wide upper part and a narrow lower part with nearly parallel sides.  The calculated 

weld cross-sections also show a widening at the top with a narrower lower part.  

However, the lower parts of the calculated weld cross-sections are tapered toward the 

bottom rather than having parallel sides.   

 Near the lower part of the weld pool, the small fluid velocities indicate that 

convection plays a very small role in heat transfer.  Since conduction is the main 

mechanism of heat transfer, and the temperature at the keyhole wall is constant (equal to 

the boiling point of the alloy) at all depths, the temperature contours are governed by the 

shape of the keyhole which is tapered towards the bottom.  However, during experiments 

it is likely that the keyhole wall temperatures are slightly higher near the bottom because 

of the higher pressures and the focusing of laser beam near the keyhole bottom due to 

reflections at the keyhole walls.  The increase in keyhole wall temperatures with depth 

can result in a weld cross-section with parallel sides.  Figures 3.6, 3.7, and 3.8 show that 

there is good agreement between the computed and experimental weld pool depths for the 

power variation study on 304L stainless steel, Ti-6Al-4V, and vanadium welds, 

respectively.  The experimental weld depths were measured for these four materials using 

commercial image analysis software.  Since similar measurements were not made for the 

A131 steel welds, only a comparison of weld cross-sections is reported here. 
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Figure 3.2: Comparison of experimental and simulated weld cross-sections for the A131 

steel for a welding speed of 12.7 mm/s and powers of a) 3.3 kW, b) 5.0 kW, c) 6.8 kW, 

and d) 9.6 kW. 
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Figure 3.3: Comparison of calculated and experimental weld geometry for 304L stainless 

steel welds made at 19.1 mm/s welding speed with input laser powers (a) 887 W, (b) 

1332 W, and (c) 1777 W.  The solid line represents the solidus and the dashed line 

represents the keyhole marked by boiling point temperature.  The dotted line shows the 

experimentally observed weld pool boundary. 

 

 

Figure 3.4: Comparison of calculated and experimental weld geometry for Ti-6Al-4V 

alloy welds made at 16.9 mm/s welding speed with input laser power (a) 720 W, (b) 1100 

W, (c) 1400 W.  The solid line represents the solidus and the dashed line represents the 

keyhole marked by boiling point temperature.  The dotted line shows the boundary 

between the dark and the light etching regions. 
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Figure 3.5: Comparison of calculated and experimental weld geometry for vanadium 

welds made at 25.4 mm/s welding speed with input laser powers (a) 887 W, (b) 1332 W, 

and (c) 1777 W.  The solid line represents the solidus and the dashed line represents the 

keyhole marked by boiling point temperature.  The dotted line shows the experimentally 

observed weld pool boundary. 

 

 

Figure 3.6: Experimental and calculated weld dimensions of 304L stainless steel welds 

made with different input laser powers at 19.1 mm/s welding speed.  Square: 

experimental value, diamond: calculated value.   
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Figure 3.7: Experimental and calculated weld dimensions of Ti-6Al-4V alloy welds made 

with different input laser powers at 16.9 mm/s welding speed.  Square: experimental 

value, diamond: calculated value. 

 

 

Figure 3.8: Experimental and calculated weld dimensions of vanadium welds made with 

different input laser powers at 25.4 mm/s welding speed.  Square: experimental value, 

diamond: calculated value.   
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3.5.1.2 Variation of welding speed 

 Figures 3.9 to 3.11 show the comparison of experimental and calculated weld 

cross-sections for A131 structural steel, tantalum and 304L stainless steel welds made 

with fixed input power at different travel speeds.  The solid line on the experimental weld 

cross-section, shown in the right part of Figures 3.9 (a) – (d), marks the boundary 

between the fusion zone and the heat affected zone.  The slight deformation of the top 

surface was used as a guide to determine the fusion zone boundary.   

 As shown in Figure 3.9, the calculated weld cross-sections for A131 structural 

steel, including the fusion zone and the heat affected zone, agree reasonably well with the 

experimentally observations.  For tantalum welds shown in Figure 3.10, the agreement 

between the experimental and calculated weld pool cross-sections is better at higher 

welding speeds than at lower welding speeds.  The experimental weld cross-sections, 

especially at lower welding speeds, exhibit a wide spread in the weld pool very close to 

the top surface.  The calculated weld pool shapes, however, show a gradual change in 

weld pool cross-sectional width with depth because the heat transfer is mainly governed 

by conduction.  The agreement between the calculated and experimental weld cross-

sections for 304L stainless steel, shown in Figure 3.11, is better at higher welding speeds, 

or at lower heat input per unit length.  The weld dimensions were measured for tantalum 

and 304L stainless steel using image analysis software.  Figures 3.12 and 3.13 show good 

agreement between the computed and experimental weld pool depths for the welding 

speed variation study on tantalum and 304L stainless steel, respectively.  The decrease in 

penetration depth with increasing weld speed is greater at lower welding speeds than at 

higher welding speeds, especially for tantalum for which the welding.  
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Figure 3.9: Comparison of experimental and simulated weld cross-sections for the A131 

steel for a power of about 5.0 kW and welding speeds of a) 12.7 mm/s, b) 19.1 mm/s, c) 

25.4  mm/s, and d) 31.8  mm/s. 
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Figure 3.10: Comparison of calculated and experimental weld geometry for tantalum 

welds made with 1900 W input laser power at welding speeds (a) 0.85 mm/s, (b) 1.7 

mm/s, (c) 2.54 mm/s, (d) 3.81 mm/s, (e) 6.4 mm/s, and (f) 12.7 mm/s.  The solid line 

represents the solidus and the dashed line represents the keyhole marked by boiling point 

temperature.  The dotted line shows the experimentally observed weld pool boundary. 
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Figure 3.11: Comparison of calculated and experimental weld geometry for 304L 

stainless steel welds made with 1980 W input laser power at welding speeds (a) 16.9 

mm/s, (b) 10.6 mm/s, and (c) 8.5 mm/s.  The solid line represents the solidus and the 

dashed line represents the keyhole marked by boiling point temperature.  The dotted line 

shows the experimentally observed weld pool boundary. 

 

 

Figure 3.12: Experimental and calculated weld dimensions of tantalum welds made with 

1900 W input laser power at different welding speeds.  Square: experimental value, 

diamond: calculated value.   
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3.5.2 Convective heat transfer and weld geometry 

3.5.2.1 Weld geometry 

 The weld geometry depends on heat transfer and fluid flow in the weld pool.  To 

illustrate the significance of the predominant mode of heat transfer (convective versus 

conductive) on weld geometry, weld cross-sections for high thermal conductivity Al 5754 

alloy were compared with the weld cross-sections for low thermal conductivity 304L 

stainless steel.  Figure 3.14 shows the calculated weld cross-sections superimposed over 

the experimentally observed weld cross-section for Al 5754 alloy (thermal conductivity 

~138 W/m-K) for a fixed input power and varying welding speeds.  The fusion zone is 

wide and shows a gradual decrease as the distance from the top surface increases.  

Contrast this to the weld cross-sections shown in Figure 3.15 for the lower thermal 

conductivity (29 W/m-K) 304L stainless steel alloy.  The stainless steel welds are narrow 

through the majority of the weld depth, with a sharp increase in the weld depth near the 

top surface of the weld giving the partial penetration welds a characteristics „nail-head‟ 

shape.  Full penetration welds with a free surface at the bottom of the work-piece can 

 

 

Figure 3.13: Experimental and calculated weld dimensions of 304L stainless steel welds 

made with 1980 W input laser power at different welding speeds.  Square: experimental 

value, diamond: calculated value. 
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take what was previously referred to as an „hour-glass‟ shape, similar to that shown in 

Figure 3.2 (d). 

   

 

 

 

 

 

 

Figure 3.14: Comparison of weld pool cross-section with simulated weld pool cross-

section for Al 5754 alloy for laser power of 2600 W and welding velocity a) 74.1 mm/s 

b) 84.7 mm/s and c) 10.6 mm/s. 
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Figure 3.15: Comparison of weld pool cross-section with simulated weld pool cross-

section of 304L stainless steel at 19 mm/s welding speed and input power of a) 1250 W 

b) 1000 W and c) 750 W. 
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 3.5.2.2 Fluid flow 

Figure 3.16 shows the computed fluid flow and temperature fields along the 

symmetric plane and the top surface.  The conical region with no velocity vectors is the 

keyhole.  Due to the temperature gradients at the top surface of the weld pool, surface 

tension gradients are generated. These gradients lead to Marangoni convection which 

drives the flow of hot molten material outwards from the location of heat source, 

resulting in enhanced heat transfer and elongation and widening of the weld pool near the 

top surface.  At a distance far away from the top surface, the fluid velocities are 

dampened, and the role of convective heat transfer is diminished.   

The weld pool size depends on the Peclet number.  For low Peclet number near 

the bottom of the weld pool, the contribution of convection to heat transfer is very small, 

thus decreasing the weld pool width.  The difference between the weld pool shapes of the 

two alloys also arises from the relative role of convective heat transfer in the weld pool.  

Because of the lower thermal conductivity of 304L stainless steel, convective heat 

transfer is more important relative to the conductive heat transfer in 304L stainless steel 

than in Al5754 alloy.  In the 304L stainless steel weld, the temperature contours are very 

strongly affected by the fluid flow.  Thus, the temperature contours are widely spaced 

near the top surface where the fluid flow plays the role of diffusing the heat flux from the 

keyhole walls.  Slightly below the top surface, where the fluid flow is radially inwards 

and towards the keyhole, the flow of heat from the keyhole region is diminished, 

resulting in compressed temperature contours.  Still further down, the velocities diminish 

in magnitude and therefore the temperature contours widen again and then converge to 

the bottom of the keyhole because the heat transfer in the region is influenced by 

conduction.  For Al 5754 alloy, the temperature contours do not strictly follow the fluid 

flow patterns because significant heat transfer takes place through conduction. 
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 The weld pool shape may be further explained by Figure 3.17 (a) and (b) that 

show the computed temperature contours and fluid velocities on horizontal planes (x-y 

planes) at different elevations for the stainless steel and the aluminum alloy, respectively.  

It may be observed that in all x-y planes the contours are compressed in front of the heat 

source and expanded behind it because heat is transferred towards a colder region in front 

of heat source.  It may be clearly observed that in case of steel weld (Figure 3.17 (a)) the 

solidus contour shrinks rapidly with increase in depth from top.  In contrast, Figure 3.17 

 

 

Figure 3.16: Computed temperature and flow field for a) SS 304L, 1000W, 19 mm/s; b) 

Al 5754, 2600 W, 74.1 mm/s.  For SS 304L levels 1, 2, 3 and 4 correspond to 1697 K, 

1900 K, 2100 K and 3100 K, respectively.  For Al 5754 K levels 1, 2, 3 and 4 correspond 

to 880 K, 1100 K, 1400 K and 2035 K, respectively. 
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(b) for the aluminum alloy shows that the solidus contour on the horizontal xy-planes 

shrinks gradually from top to bottom.   

 The computed half cross-sections in a y-z vertical plane containing the heat 

source for the welding of 304L stainless steel and 5754 aluminum alloy are shown on the 

left side of Figure 3.18 (a) and (b), respectively.  The experimentally observed weld 

cross-section is shown on the right side of the figures.  The velocity vectors and 

temperature contours are superimposed on the computed half cross section.  However, 

please note that the computed sections at the heat source location that is shown in Figure 

3.18 are not the computed weld cross-sections.  Rather, the weld cross-section is 

represented by the outer boundary of the projection of computed 3D solidus contours on 

the plane perpendicular to welding direction, and was shown previously in Figure 3.15.  

Figure 3.18 qualitatively shows the weld pool boundary and explains the effect of fluid 

flow pattern on the weld cross section.  The temperature contours for stainless steel more 

closely follow the re-circulatory fluid flow pattern that is set up at the top surface of the 

liquid due to Marangoni convection.  In contrast, the temperature contours do not strictly 

follow the re-circulating flow in case of aluminum alloy because significant heat flow 

takes place by heat conduction.   
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Figure 3.17:  Computed fluid flow and temperature profile for different z-sections for a) 

SS 304L, 1000 W, 19 mm/s b) 5754 Al alloy, 2600 W, 74.1 mm/s. 
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 Figure 3.19 shows the computed 3D temperature contours and fluid flow patterns 

for 304L stainless steel, Ti-6Al-4V, vanadium, and tantalum for an input laser power of 

1900 W at a welding speed of 12.7 mm/s.  Since surface tension depends on temperature, 

the large temperature gradients on the weld pool surface result in large surface tension 

gradients.  As a result, liquid metal flows from near the keyhole to the edge of the weld 

pool owing to surface tension induced Marangoni convection, thereby enhancing the heat 

transfer.  The radial heat transfer results in wider and longer weld pools.  The velocities 

on the weld pool surface decay near the edge of the weld pool.   

 
Figure 3.18: Experimental and calculated y-z cross-sections for plane near laser source, 

for a) SS 304L, 1000W, 19 mm/s, b) Al 5754, 2600 W, 74.1 mm/s.  For SS 304L levels 

1, 2 and 3 correspond to 1697 K, 2300 K and 3100 K, respectively.  For Al 5754 K 

levels 1, 2, 3 and 4 correspond to 880 K, 1100 K, 1400 K and 2035 K, respectively. 
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 Depending on the extent of convective heat transfer and how it varies with depth, 

the weld pool may either have a spread near the top (as in Figure 3.19 (a) – (c)) or a 

cross-section with a gradual change in width from top to bottom (as in Figure 3.19 (d)).  

The 3D views of weld pools in Figure 3.19 show elongated weld pool shapes in the 304L 

stainless steel, Ti-6Al-4V alloy and vanadium samples as a result of the prominence of 

the Marangoni convection.  In the tantalum weld, shown in Figure 3.19 (d), the effect of 

Marangoni convection on the weld pool shape is less explicit.  The high boiling point and 

density of tantalum results in lower weld penetration than other materials.   

 In high thermal conductivity solids, efficient dissipation of energy from the weld 

pool into the solid region makes the weld pool relatively small.  On the other hand, in low 

thermal conductivity materials, more heat is available for melting because of slow 

dissipation of heat into the solid region.  As a result, the weld pool tends to be relatively 

large.  High boiling and melting points, along with high thermal conductivity of solid 

tantalum result in relatively small weld pool depth and width compared with other 

materials under similar welding conditions (Figure 3.19).   

 The importance of convective heat transfer relative to conductive heat transfer can 

be determined by calculating the Peclet number, Pe, which is defined in the relationship 

shown below:  

where u is the characteristic velocity,  is the density, Cp is the specific heat at constant 

pressure, LR is the characteristic length, and k is the thermal conductivity.  With a higher 

Peclet number, the contribution of convection to heat transfer is increased.  It should be 

noted that the Peclet number varies with location within the weld pool.  Thus, the high 

velocity region near the weld pool surface will have a higher Peclet number than the low 

velocity regions in the interior of the weld pool.  Even in systems where convection is the 

dominant mechanism of heat transfer, the Peclet number values near a solid-liquid 

boundary will be very low due to small local fluid velocities.  For a weld pool where 

conduction is the dominant heat transfer mechanism, the Peclet number values in most 

locations should be significantly lower than 1.   

k
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 Table 3.9 lists the thermal diffusivity and Peclet numbers calculated for 304L 

stainless steel, Ti-6Al-4V, vanadium, tantalum, and aluminum alloy welds.  Of the five 

materials, tantalum and 304L stainless steel display the highest and the lowest values of 

 

 

Figure 3.19: 3D weld pool shape and fluid flow for welds made with 1900 W laser power 

at 12.7 mm/s welding speed.  a) 304L Stainless Steel, (b) Ti-6Al-4V, (c) Vanadium, and 

(d) Tantalum. 

Table 3.9:  Peclet number for various welding systems. 

Material 
U 

(m/s) 
 

(kg/m
3
) 

Cp 

(J/kg-K) 

L 

(m) 

k 

(W/m-K) 

Thermal 

diffusivity 

m
2
/s 

Pe 

SS 304L 0.1 7000 800 0.001 29 61018.5   19.3 

Ti-6Al-4V 0.1 4000 700 0.001 30 51007.1   9.3 

V 0.1 5500 780 0.001 50 51017.1   8.6 

Ta 0.1 15000 231 0.001 67 51094.1   5.1 

Al 0.1 2300 1250 0.001 138 5108.4   2.1 
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thermal diffusivity, respectively.  The computed values of Pe show that convection is 

very important for heat transfer in the welding of all five materials.  However, the ratio of 

heat transported by convection and conduction is highest for stainless steel and lowest for 

aluminum alloy.   

3.5.3 Partial and full penetration welds 

Partial and full penetration welds were made on A131 steel samples.  Detailed 

description of the experiment is given in section 3.2.1 and the input process parameters 

are given in Tables 3.7 and 3.8. 

3.5.3.1 Fluid flow 

 Figure 3.20 (a) and (b) show the temperature contours and fluid flow for the 

symmetry plane and the top plane for a partial penetration and a full penetration weld, 

respectively.  The temperature contours follow the fluid flow pattern.  At the top plane, 

the liquid metal flows outward from the keyhole and carries heat away from the center.  

Thus a wide and elongated weld pool is obtained.  The weld pool length decreases with 

distance from the top surface due to viscous effects and the weld pool is increasingly 

influenced by conduction heat transfer.  Due to the effect of the moving heat source, the 

temperature contours are compressed in the front of the heat source and elongated behind 

it.  For the full penetration weld, the flow pattern at the top surface is similar to that in a 

partial penetration weld.  However, since the weld pool extends to the bottom surface of 

the work-piece, surface tension driven Marangoni convective currents are present at the 

bottom surface which elongate and widen the weld-pool.  Thus, the weld pool is spread 

near the top and bottom surfaces and is columnar in between.  The resulting weld cross-

section has an „hour-glass‟ shape as shown in Figure 3.2 (d). 
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 Figure 3.21 shows various temperature contours and velocity vectors for various 

transverse y-z cross-sections of the weld pool for partial penetration welding of A131 

steel at 5.0 kW laser power and 12.7 mm/s welding speed.  The effect of Marangoni 

convection on the weld pool size and shape is clearly visible.  The circulation currents 

formed due to Marangoni convection take heat from the center, thus resulting in a wide 

pool.  The highest weld pool depth is obtained for a cross-section slightly behind the laser 

source.  For different z levels, maximum weld pool widths are obtained at different x-

locations.  Figure 3.22 shows the temperature contours and velocity vectors for various 

transverse sections of the melted region for full penetration welding of A131 steel at 9.6 

 

 
Figure 3.20:  Top surface and symmetry plane of A131 steel weld pool with temperature 

contours and velocity vectors for a) v = 12.7 mm/s, 5.0 kW, and b) v =12.7 mm/s, 9.6 

kW. 
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kW laser power and 12.7 mm/s welding speed.  Marangoni convection currents are seen 

at the top and bottom surfaces resulting in enhanced heat transfer resulting in weld pool 

which is wider at the top and bottom surfaces and narrower in the middle.  The weld pool 

transverse cross-section is obtained by the superimposition of solidus contours on all y-z 

melted sections. 

 

 

 

 

 

 

 

 

Figure 3.21: A131 steel weld pool cross sectional geometry for laser power 5.0 kW and 

welding speed of 12.7 mm/s, at different locations along the welding direction, a) x = 

2.54 mm, b) x = 2.77 mm, c) x = 3.0 mm, d) x = 3.51 mm, e) x = 3.74 mm, f) x = 3.97 

mm.  Levels 1, 2 and 3 correspond to 1745 K, 2500 K and 3100 K, respectively.  Laser 

beam is located at x = 3 mm. 
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3.5.3.2 Turbulence 

Figure 3.23 shows the effective viscosity contours for different transverse sections 

along the welding direction for partial penetration welding of A131 steel for an input 

laser power of 5.0 kW at a welding speed of 12.7 mm/s.  Figure 3.24 is a similar plot for 

full penetration laser welding of A131 for an input laser power of 9.6 kW at a welding 

speed of 12.7 mm/s.  Highest viscosity values are obtained near the surfaces of the weld 

pool due to high turbulent contribution arising from very high surface tension driven 

 

 

Figure 3.22: A131 steel weld pool cross sectional geometry for laser power 5.0 kW and 

welding speed of 12.7 mm/s, at different locations along the welding direction, a) x = 

2.54 mm, b) x = 2.77 mm, c) x = 3.0 mm, d) x = 3.51 mm, e) x = 3.74 mm, f) x = 3.97 

mm.  Levels 1, 2 and 3 correspond to 1745 K, 2500 K and 3100 K, respectively.  Laser 

beam is located at x = 3 mm. 
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velocities.  Viscosity is lower near the solid-liquid boundary and increases towards the 

center before decreasing at the liquid - vapor interface in the keyhole.   

 

 The fluid flow in the weld pool is turbulent because the flow satisfies Atthey‟s 

criteria [50] for turbulence in the weld pool: Reynolds number, Re =umd/) > 600 

where is densityum is maximum velocity, d is pool width and is viscosity.  Taking 

kg/m



um = 0.4 m/s, d = 0.004 m and  = 0.006 Pa-s, the value of Re is 3840.  

The turbulence in the weld pool is also evident, post-priori, from the results in 

Figure 3.23.  It is observed that the maximum value of the effective viscosity, eff (= t + 

 is about 30 times the laminar viscosity, .  The symbol t represents turbulent 

viscosity.  The Turbulence Reynolds Number (TRN), defined as the ratio t/ is an 

 

 

Figure 3.23: Viscosity contours for the partial penetration A131 steel weld done with 5.0 

kW laser power at a welding speed of 12.7 mm/s,  for the y-z cross-sections at different 

locations along the welding direction, a) x = 2.83, b) x = 3.0 mm, c) x = 3.51 mm, and d) 

x = 3.97.  Levels 1, 2, 3 and 4 correspond to 0.02 Pa-s, 0.05 Pa-s, 0.1 Pa-s and 0.2 Pa-s, 

respectively.  Laser beam is located at x = 3 mm. 
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indicator of turbulence in the weld pool.  Hong et al. [51] found the weld pool to be 

turbulent for a local value of TRN of 7.9.  Since Figure 3.23 shows a maximum value of 

TRN of about 29, the weld pool is certainly turbulent.   

 

3.5.3.3 Solidification parameters 

 The solidification microstructure is affected by the solidification rate, R, thermal 

gradient, G, undercooling, ∆T, and the alloy composition.  In this study, possible 

undercooling has been ignored and the solidification characteristics have been calculated 

 

 

Figure 3.24: Viscosity contours for the full penetration A131 weld done with 9.6 kW 

laser power at a welding speed of 12.7 mm/s,  for the y-z cross-sections at different 

locations along the welding direction, a) x = 2.83, b) x = 3.0 mm, c) x = 3.51 mm, and d) 

x = 3.97 mm.  Levels 1, 2, 3 and 4 correspond to 0.02 Pa-s, 0.05 Pa-s, 0.1 Pa-s and 0.2 

Pa-s, respectively.  Laser beam is located at x = 3 mm. 
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considering heat transfer and fluid flow in the weld pool.  While G/R determines the 

solidification morphology, GR determines the scale of the solidification sub-structure.  

The values of these parameters have been used to understand the solidification structure.  

The solidification rate (R) under steady state conditions for linear laser welding is defined 

in terms of welding velocity (v) as follows [28]: 

where  is the angle between the welding direction and the normal at the solid-liquid 

boundary.   

 Figure 3.25 (a) shows the calculated temperature gradients for various laser 

powers.  An increase in the laser power increases the weld pool length and the distance 

over which the temperature drops from the boiling point (at keyhole walls) to the solidus 

temperature.  As a result, the average temperature gradient in the weld pool decreases as 

the laser power is increased.  Figure 3.25 (b) shows the variation of the calculated 

temperature gradient with welding speed.   

 When the welding speed is varied, the temperature gradient in the weld pool is 

affected by two factors.  First, with the increase in the welding speed the weld pool 

becomes more elongated resulting in lower average spatial temperature gradient.  Second, 

due to the decrease in heat input per unit length with an increase in welding speed, the 

size of the weld pool decreases and the temperature gradient increases.  For the 

conditions of the welding considered for Figure 3.25 (b), and the properties of A131 

steel, the latter effect dominates and the temperature gradient increases with increase in 

welding speed.  

 The G/R ratio can be used to understand the nature of the solidification front.  The 

criterion for plane front instability based on constitutional super-cooling is given by the 

following relation [52]: 

where TE represents the temperature difference between the solidus and liquidus 

temperatures of the alloy and DL is the diffusivity of a solute in the liquid weld metal. 

R = v cos  (3.23) 

G/R < TE/DL (3.24) 
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When this condition is not satisfied, a planar solidification front is obtained.  For A131 

steel, TE is 40 K, and DL is the solute diffusion coefficient in pure liquid iron, which is 

of the order of 10
-7

 m
2
/s for the diffusion of carbon [53].  Thus, T/DL is equal to 4 10

2
 

Ks/mm
2
 for solute diffusion in A131 steel.  Figure 3.26 (a) and (b) show the variation of 

G/R with the input power and welding speed respectively.  The magnitude of G/R varies 

from 1.5
 
to 3.5 K-s/mm

2
 and therefore the condition of plane front stability is not satisfied 

at the trailing edge of the weld pool for the range of process parameters considered.  G/R 

decreases with an increase in input power (Figure 3.26 (a)) due to the increase in G, the 

temperature gradient at the trailing edge of the weld pool.  The values of G/R do not vary 

significantly with the increase in welding speed (Figure 3.26 (b)) because the temperature 

gradient G and the solidification rate R increase with increase in welding speed.  Thus, 

the solidification microstructure will become more dendritic with an increase in laser 

power.  On the other hand, the change in welding speed will not have a significant effect 

over the range of experiments considered.  

 Figure 3.27 shows the variation of cooling rate, GR, with input laser power and 

welding speed.  The cooling rate at the trailing edge of the weld pool is on the order of 1 

K/ms for the range of experiments done.  Moreover, the cooling rate decreases with an 

increase in laser power or decrease in welding speed.  With an increase in welding speed, 

the temperature gradient G, as well as the solidification rate R at the trailing edge of the 

weld pool increase.  However, with an increase in laser power, only the temperature 

gradient at the end of the weld pool decreases whereas the solidification rate remains 

same.  Thus, the cooling rate GR changes more significantly with variation in welding 

speed than with variation in laser power.  If the input laser power increases or the 

welding speed decreases, the heat input per unit length decreases in the work-piece.  

Thus, the microstructure will become coarser with an increase in the heat input per unit 

length. 
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Figure 3.25: Calculated values of G for A131 steel at the trailing edge on the weld center 

line at the surface for a) different input powers, at 12.7 mm/s welding speed and b) 

different welding speeds, at 5.0 kW input power.  The symbols indicate the data from 

numerical simulation, while the solid line indicates the best fit line.  The symbols K, L, S 

represent the keyhole, liquid, and solid regions respectively, and shaded region between 

L and S is the two phase solid-liquid region. 
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Figure 3.26: Calculated values of G/R for A131 steel at the trailing edge on the weld 

center line for a) different input powers, at 12.7 mm/s welding speed and b) different 

welding speeds, at 5.0 kW input power.  The symbols indicate the data from numerical 

simulation, while the solid line indicates the best fit line. 
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3.5.3.4 Cooling rates 

 For partial penetration welds, the temperature contours converge towards the 

bottom of the keyhole.  As shown in Figure 3.28 (a), the separation between any two 

temperature contours decreases with increasing depth.  Thus, the cooling time from 1073 

 

 

Figure 3.27: Calculated values of GR for A131 steel at the trailing edge on the weld 

center line for a) different input powers, at 12.7 mm/s welding speed and b) different 

welding speeds, at 5.0 kW input power.  The symbols indicate the data from numerical 

simulation, while the solid line indicates the best fit line. 



 101 

K to 773 K becomes small and the cooling rate becomes high near the bottom of the weld 

pool.  On the other hand, the temperature contours are spread out near the bottom for a 

full penetration weld as shown in Figure 3.28 (b).  Therefore, the cooling time from 1073 

K to 773 K does not decrease significantly near the bottom of a full penetration weld and 

a much lower cooling rate is obtained.  Figure 3.29 shows the average cooling rates from 

1073 K to 773 K for a partial penetration and a full penetration weld at the symmetry 

plane at different z-locations.   

  

The cooling rate is very high at the lower part of the partial penetration weld 

compared to the full penetration weld because of the difference in the shapes of 

temperature contours near the keyhole bottom.  The lower cooling rates in the full 

penetration weld compared to the partial penetration weld can be attributed also to the 

larger heat input in the former.  The trends for the variation of cooling rates with z-

distance are also different for the two cases.  For full penetration weld shown in 

 

 

Figure 3.28: Temperature contours for A131 steel welds a) partial penetration, 5000 W, 

12.7 mm/s and b) full penetration, 9600 W, 12.7 mm/s.  Levels 1, 2, 3 and 4 correspond 

to 773 K, 1073 K, 1745 K and 3100 K respectively. 
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Figure 3.29 (a), the cooling rate reaches a minima somewhere between the top and the 

bottom surfaces.  Therefore, the microstructure for the full penetration weld is expected 

to be coarser in the interior of the work-piece than near the top and the bottom surfaces.  

In the case of partial penetration welds, as shown in Figure 3.29 (b), the cooling rates 

monotonically increase with increasing distance from the top surface.   

 

 

 

Figure 3.29: Variation of the 1073 K to 773 K cooling rate at the symmetry plane with 

distance from the bottom surface, for A131 steel welds made at 12.7 mm/s welding speed 

and (a) 9600 W, full penetration weld b) 5000 W, partial penetration weld.   z = 10 mm 

for the top surface. 
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3.5.3.5 Solidification microstructure 

The cooling rates give an indication of the scale of microstructure of the welds.  A 

higher cooling rate at the trailing edge of the weld pool, GR, indicates faster cooling at all 

location of the weldment.  Relatively higher cooling rates result in finer microstructures 

as can be observed by comparing Figure 3.30 (a) with Figures 3.30 (b) and 3.31 (a).  

Figure 3.30 shows the microstructures for the highest (756 J/mm) and the lowest (157 

J/mm) heat input per unit length used to make the welds.  The heat input per unit length 

for Figure 3.30 (a) is 756 J/mm (9.6 kW laser power at 12.7 mm/s welding speed) and is 

several times higher than that for Figure 3.30 (b), which is 157 J/mm (5.0 kW laser power 

and 31.8 mm/s).  Consequently, the cooling rate for the higher heat input weld was much 

slower than that for the lower heat input weld.  This difference is apparent in the scale of 

the microstructures of the two cases.   

  

Figure 3.31 (a) and (b) show the microstructures near the bottom of a partial 

penetration weld (5 kW, 12.7 mm/s) and a full penetration weld (9.6 kW, 12.7 mm/s), 

respectively.  The microstructure for the full penetration weld in Figure 3.31 (b) is much 

coarser than that for the partial penetration weld shown in Figure 3.31 (a).  This 

difference in microstructure is due to the higher heat input per unit length and 

consequently much slower cooling in the full penetration case.   

 

 
Figure 3.30: Microstructural scale at the weld center line near the top surface for A131 

steel welds made at a) 9.6 kW, 12.7 mm/s and b) 5.0 kW, 31.8 mm/s. 
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 A continuous cooling transformation (CCT) diagram for a low alloy 0.2 % carbon 

steel, such as that shown in Figure 3.32, can be used to predict the phases present in the 

microstructure [54].  From the figure, it can be seen that cooling rates greater than 100 

K/s and less than about 600 K/s would result in ferrite plus martensite.  Cooling rates 

higher than 600 K/s would result in mostly martensitic microstructure.  Since the cooling 

rates at the weld center line in the full penetration A131 steel weld varied between 100 

and 150 K/s with depth (Figure 3.29 (a)), the microstructure is expected to contain ferrite 

and martensite.  The cooling rates at the weld center line in the partial penetration A131 

steel weld varied from around 200 K/s near the top of the weld to around 1550 K/s near 

the bottom of the weld.  Therefore, the microstructure near the weld center line is 

expected to contain ferrite and martensite near the top of the weld with the amount of 

 

 

Figure 3.31: A131 steel microstructure along the weld center-line a) near the bottom of a 

partial-penetration weld (5.0 kW, 12.7 mm/s) and b) near the bottom of a full-penetration 

weld (9.6 kW, 12.7 mm/s). 
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ferrite decreasing as the depth increases.  Near the bottom of the partial penetration weld, 

where the cooling rates are very high, the microstructure is expected to be primarily 

martensitic.   

 The actual CCT diagram for A131 steel may differ from the diagram shown in 

Figure 3.32 because of slight differences in the carbon and alloy contents between the 

A131 steel and the low alloy carbon steel shown in the figure.    

 

 

 

Figure 3.32: Continuous cooling transformation diagram for a low alloy 0.2 % carbon 

steel. [54] 
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3.5.4 Free Surface Calculation 

 Figure 3.33 shows a transverse cross section of the weld pool located 1.6 mm 

behind the laser beam for A131 steel welds made with 9.6 kW laser power and 12.7 mm/s 

welding speed.  A detailed description of the experiment is given in 3.2.1, and the input 

process parameters are given in Tables 3.7 and 3.8.  The figure shows deformation of the 

weld pool surfaces under the action of recoil pressure of the metal vapors, surface tension 

forces, and the pressure due to metal column.  The figure shows very little deformation of 

the top surface for the welding conditions considered.  In contrast, there is a noticeable 

hump at the bottom surface where the melt pool area is much smaller and the hump forms 

because of the recoil pressure and the metallostatic head.  Because of the much larger 

area of the top surface a small depression at the top surface provides enough metal to 

form the hump at the bottom surface.  The free surface in the keyhole region is governed 

mainly by the instantaneous vaporization of the metal and the consequent energy balance 

at the keyhole walls.  The free surface calculation here neglects the keyhole region and 

considers the much larger weld pool surface outside the keyhole.  The change in density 

of material before and after the welding process due to phase changes was also neglected.   

For an input laser power of 9.6 kW and absorption coefficient of 0.16, the power 

absorbed by a single reflection on the flat surface of the work piece is 1536 W.  For the 

sake of comparison, this power is equivalent to an arc source of 10 V and 220 A with an 

arc efficiency of about 0.7.  The arc pressure at a point (x,y) is given as [21, 55]: 

where F is the total arc force, I = 220 A is the arc current and  is the distribution 

parameter in mm.  Figure 3.34 shows a comparison of the recoil pressure calculated for 

the laser welding with input laser power of 9.6 kW at 12.7 mm/s welding speed with the 

arc pressure due to an arc current of 220 A.  For the conditions described above, the total 
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recoil force for laser welding process is much smaller than the arc force during arc 

welding process.  For I = 220 A,  = 1.758 mm and F = 0.005924 N.  At the center of the 

arc spot, i.e. for x = y = 0, Parc = 3.051 X 10
-4

 N/mm
2
 or 305.1 Pa.  As shown in 

Figure 3.34, the recoil pressure for the laser welding process is smaller than the arc 

pressure.  Moreover, considering enhanced absorption of the laser by the work-piece due 

to multiple reflections, higher arc current will be needed to produce an equivalent heat 

input during the arc welding process, resulting in higher arc pressure.  This explains the 

relatively smaller top surface deformation during laser welding process as compared to an 

arc welding process with roughly the same heat input.   

 

  

 

 

 

Figure 3.33: Deformations of the top and bottom surfaces for A131 steel welds made at 

9.6 kW laser power, 12.7 mm/s welding speed at a transverse section 1.6 mm behind the 

laser beam.  The 1745 K contour marks the weld pool boundary. 
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3.6 Summary and Conclusions 

 A computationally efficient model of heat and fluid flow in keyhole mode laser 

welding was tested for a range of welding velocities and laser powers in partial and full 

penetration welds.  The model was also tested for a range of materials including Al 5754 

alloy, A131 structural steel, vanadium, tantalum, 304L stainless steel, and Ti-6Al-4V.  

The properties of these materials including the density, surface tension, and thermal 

conductivity display a range of values.  For the calculation of turbulent viscosity, a model 

based on Prandtl‟s mixing length hypothesis was used under the assumption that the 

turbulent kinetic energy is a certain fraction of the mean kinetic energy.  The model was 

used to predict weld geometry, temperature and velocity fields for partial and full 

penetration welds covering a wide range of welding variables.   

 

 

Figure 3.34: Calculated pressure variation along the weld center line.  The solid line is for 

laser welding with input laser power of 9600 W at 12.7 mm/s welding.  The dotted line is 

the arc pressure for a welding current of 220 A.  3 mm is the starting location of the laser 

or arc. 
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 Keyhole mode welding of the various materials considered in this study involved 

both low and high Peclet number systems representing different mechanisms of heat 

transfer in the weld pool.  Convection was found to be the main mechanism of heat 

transfer in the laser welding of low thermal conductivity alloys like steels.  The 

contribution of convection relative to conduction in the overall heat transfer was highest 

for 304L stainless steel and lowest for aluminum.  The relative importance of these two 

mechanisms in the overall heat transfer depended on the thermal diffusivity and 

temperature coefficient of surface tension of the metals and alloys studied.  Compared to 

304L stainless steel, heat transfer by conduction was more significant for aluminum due 

to its high thermal diffusivity and lower temperature coefficient of surface tension.   

 The thermo-physical properties of the metals/alloys have a significant impact on 

both the weld penetration and shape.  These properties, including the temperature 

coefficient of surface tension, affected the weld pool shape through their influence on the 

heat transport process.  Convective heat transfer was more important in the low thermal 

conductivity materials like steel.  These welds tend to have a fusion zone with a 

pronounced spread near the weld pool surfaces due to surface tension driven convective 

currents.  On the other hand, for high thermal conductivity Al 5754 alloy, convective heat 

transfer was less important.  Therefore, the weld pool width gradually decreased from the 

top surface to the bottom.  High boiling and melting points, and high solid state thermal 

diffusivity of tantalum resulted in smaller weld pools compared to the other materials 

studied.  The computed weld geometries were in good agreement with the corresponding 

experimentally determined values for the welding of both the alloys. 

 Turbulence was found to be more important in regions near the top surface for 

partial penetration welds and for both the top and bottom surfaces for the full penetration 

welds, as indicated by the high turbulent viscosity values.  Free surface calculations 

showed a hump at the bottom surface of the full penetration weld.  The calculated top 

surface deformation was very small.   

The calculation of solidification parameters indicated that plane front solidification 

criterion was not satisfied at the trailing edge of the weld pool for the alloys and the 

experimental conditions considered in the present study.  The values of the solidification 
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parameters depend on the physical properties of the material and varied with the input 

power and welding speed.  The calculated solidification parameters and cooling rates 

were related to the weld microstructure for partial and full penetration welds.  Cooling 

rates were lower at the bottom of the full penetration weld compared to the bottom of the 

partial penetration weld. 

 The model was computationally efficient and could be applied to the calculation 

of temperatures, and velocities, weld pool geometry and solidification parameters for 

materials with wide ranging properties and under varying process conditions.  The results 

show that a computationally efficient 3D convective heat transfer model of keyhole mode 

laser welding, embodying a keyhole geometry sub-model and a methodology of 

convective heat transfer calculations perfected over decades in fusion welding, can 

significantly improve the current understanding of keyhole welding of different materials 

with widely different thermo-physical properties.   
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Chapter 4 

 

Heat Transfer and Fluid Flow in Electron Beam Welding 

4.1 Introduction 

 Although both laser and electron beams (EB) are used for deep penetration welds, 

there are some important differences in the two welding processes.  Laser beam welding 

(LBW) is generally conducted at atmospheric pressure, whereas electron beam welding 

(EBW) is commonly conducted under vacuum levels of about 10
-5 

torr.  Within the 

keyhole, the pressure exerted by metal vapors on the wall balances the pressure due to 

surface tension and hydrostatic force.  The wall temperatures can be evaluated from the 

pressure of metal vapors in the keyhole and the equilibrium pressure versus temperature 

relationship for the given alloy.  As these forces vary with depth, the equilibrium wall 

temperature also varies with depth.   

 Assuming that the keyhole is filled with metal vapors, the variation of wall 

temperature with depth in LBW is likely to be small compared to the variation in EBW 

(see Appendix A).  In LBW, the keyhole wall temperatures can be assumed to be equal to 

the normal boiling point of the alloy at all depths [1-5].  On the other hand, during EBW 

conducted under vacuum, there can be significant variation of wall temperatures with 

depth [6, 7].  The variation of temperature on the keyhole walls in EBW may result in 

significant Marangoni convection currents along the keyhole walls and affect the 

convective heat transfer within the weld pool.   

 As discussed in Chapter 2, several of the numerical models available for keyhole 

mode welding often include simplifications to minimize the computational effort [1, 2, 5, 

8-15].  These simplifications include, but are not limited to, the assumption of a pre-

defined axi-symmetric keyhole geometry, ignoring convective heat transfer, and two 

dimensional (2D) approximation to the three dimensional (3D) problem.  The 

simplifications limit the applicability of a numerical model in terms of the range of 

process parameters (low welding speeds) or the range of thermo-physical properties of 
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the materials (low thermal conductivity).  On the other hand, the comprehensive 3D 

models of keyhole mode welding are computationally intensive and require a lot of time 

to complete the calculations [16-21].  Furthermore, most of the available models have 

been designed for LBW.   

 Very few models are available in literature that specifically address keyhole mode 

EBW [7, 14, 22-26].  Therefore, there is a need for a 3D heat transfer and fluid flow 

model for EBW that is widely applicable in terms of welding conditions and work-piece 

materials.  In the previous chapter, a computationally efficient model of keyhole mode 

laser welding was developed that can be applied to materials with wide ranging 

properties and under wide ranging process conditions.  Here, a computationally efficient 

3D numerical model of heat transfer and fluid flow in keyhole mode EBW has been 

developed and validated.  The model takes into account the variation of wall temperature 

with depth and the resulting surface tension gradient driven fluid flow on keyhole walls.  

Enhancement of EB absorption due to multiple reflections has been treated by calculating 

an average location independent enhanced absorption coefficient based on the keyhole 

geometry [2, 5].   

 Experimental work involving Ti-6Al-4V, 21Cr-6Ni-9Mn stainless steel, and 304L 

stainless steel was performed at both Los Alamos National Laboratory (LANL) and 

Lawrence Livermore National Laboratory (LLNL).  Ti-6Al-4V and 21Cr-6Ni-9Mn 

stainless steel welds were made at two different input powers.  Since the power density 

distribution is a very important parameter in the EBW process, the model was applied to 

304L stainless steel welds made with fixed input power and welding speed but different 

power density distributions.  The power density distribution was varied by changing the 

focal spot radius which was, in turn, varied by changing the work distance and then 

refocusing the EB to a sharp spot on the work-piece surface.  The increase in the focal 

spot diameter with increasing work distance affects the geometry of the weld pool [27].   

 The numerically computed fusion zone geometries were compared with the 

corresponding experimentally determined values for each weld.  For the Ti-6Al-4V and 

21Cr-6Ni-9Mn steel welds, temperatures at several monitoring locations in the specimens 

were measured as a function of time during welding.  The computed thermal cycles were 
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compared with the experimentally observed thermal cycles for these two alloys.  Weld 

geometries were calculated for EB and LB welds for similar process parameters except 

for the difference in ambient pressure conditions.   

4.2 Experiments 

4.2.1 Power variation: 21Cr-6Ni-9Mn steel and Ti-6Al-4V welds 

 EB welds were made on 21Cr-6Ni-9Mn stainless steel and Ti-6Al-4V samples at 

17 mm/s welding speed and two different power levels each at LANL.  The sample 

thickness was 6.45 mm for 21Cr-6Ni-9Mn stainless steel and 7.13 mm for Ti-6Al-4V.  

The composition of 21Cr-6Ni-9Mn stainless steel was 0.044 % C, 19.77 % Cr, 7.06 % 

Ni, 9.53 % Mn, 0.39 % Si, 0.29 % N, 0.16 %, Mo, 0.022 % P, 0.001 % S, and balance Fe.  

The composition of Ti-6Al-4V alloy was 5.8 % Al, 4.04 % V, 0.0077 % C, 0.096 % O, 

0.0036 % N, 0.12 % Fe, 0.0048 % H, and 89.9 % Ti. 

 For these welds, the work distance was 244.5 mm and chamber pressure was 

approximately 4 x 10
-5

 torr.  The EB currents were 3.7 mA and 7.4 mA for 21Cr-6Ni-

9Mn stainless steel, and 5.0 mA and 10.0 mA for Ti-6Al-4V, at 110 kV.  Four 0.02 mm 

diameter type K thermocouples, made of positive Chromel (90 % Ni, 10 % Cr) wire and 

negative Alumel (95 % Ni, 2 % Mn, 2 % Al, and 1 % Si) wire, were used to record 

thermal cycles.  The thin thermocouples were chosen to accurately record the rapid 

temperature changes.  The thermocouples were spot-welded at (i) y = +1.5 mm, top 

surface, (ii) y = -1.5 mm, top surface, (iii) y = 2.5 mm, top surface, and (iv) y = 0 mm, 

bottom surface where y indicates the distance from the weld center line.  The plate was 

clamped on the four corners with 6.35 mm space under each corner in order to thermally 

isolate the bottom of the plate from the holding fixture.  The EB radius at sharp focus was 

measured to be about 0.12 mm for 21Cr-6Ni-9Mn stainless steel welds and 0.13 mm for 

Ti-6Al-4V alloy welds.   
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4.2.2 Power density variation: 304L stainless steel welds 

 Autogenous EB welds were made for us on 9.5 mm thick 304L stainless steel 

samples at a power of 1000 W (100 kV, 10 mA) and a welding speed of 17 mm/s at 

LLNL.  The stainless steel work-piece had a composition of 18.2 % Cr, 8.16 % Ni, 1.71 

% Mn, 0.02 % C, 0.082 % N, 0.47 % Mo, 0.44 % Si, 0.14 % Co, 0.35 % Cu, 0.0004 % S, 

0.03 % P, and balance Fe.  Six welds were made using a sharply focused beam at 

different work distances.  The resulting weld pool cross-sections were polished and 

etched with electrolytic oxalic acid solution to provide the outline of the fusion zone 

boundary.  Image Pro, Version 4.1 was then used to measure the weld dimensions [27].   

 The sharp focus condition was determined at LLNL using an Enhanced Modified 

Faraday Cup (EMFC) device to ensure a more consistent and quantified beam focus than 

is possible using conventional manual techniques [27].  The EMFC device samples the 

beam as it passes through 17 linear slits placed radially around a tungsten slit disk and 

converts them into voltage drops across a known resistor.  A computer assisted 

tomographic (CT) imaging algorithm is then used to reconstruct the power density 

distribution of the beam using the data from the 17 linear slits.  From the reconstructed 

beam, the peak power density, full width of the beam at half of its peak intensity 

(FWHM), and the full width of the beam at 1/e
2
 of the peak intensity (FWe2) are 

measured.  The beam radius was taken to be ½ of the FWe2 value measured by the 

EMFC.  Figure 4.1 shows the beam shape obtained at sharp focus and 229 mm work 

distance from EB welder model number SN/175 manufactured by Hamilton Standard 

[27].  Since the beam has an elliptical shape, the effective value of the beam radius was 

taken as the radius of a circle with an area equal to the actual beam spot.  The beam shape 

and radius may vary with distance from the focal plane which can affect the weld 

geometry.  The beam divergence depends on the work-distance and is likely to be small 

for large work-distances.  Due to lack of data on the divergence of beam near the focal 

plane, its effect has been neglected in this work. 

 

 



 118 

4.3 Mathematical model 

Quasi-steady state has been assumed for the welding process.  The transient 

fluctuations of the vapor cavity have been neglected. 

4.3.1 Calculation of keyhole geometry 

 The calculation of keyhole geometry for EBW is based on an energy balance at 

the keyhole walls similar to LBW model described in Chapter 3.  However, instead of 

assuming constant keyhole wall temperature, the wall temperatures in the EBW model 

are iteratively calculated at each depth.  The temperature gradient in the vertical direction 

is small compared to that along any direction in the horizontal plane.  Therefore, the heat 

transfer in the vertical direction is small.  In other words, for the purpose of calculating 

the keyhole geometry, it is assumed that heat transfer takes place mainly along horizontal 

 

 

Figure 4.1: Beam shape for 0.17 mm beam radius produced at sharp focus settings for 

1000 W power at work distance of 229 mm.   
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planes.  However, the temperature gradient on the keyhole walls along the vertical 

direction is still sufficient to generate surface tension driven flow along the keyhole walls 

in the vertical direction.   

 A balance between the surface tension force /r(z), the hydrostatic force due to 

the liquid head gz, and the pressure of metal vapors „p‟ keeps the keyhole open.  The 

force balance at the vapor/liquid interface is given as follows: 

where  is the density, g is the acceleration due to gravity,  is the temperature 

dependent surface tension and r(z) is the keyhole radius at distance z from the top 

surface.  The decrease in r(z) with increasing depth in the keyhole results in an increase 

in the surface tension force.  As a result, the vapor pressure required to keep the keyhole 

open increases with depth.  Thus, the vapor pressure at various depths in the keyhole can 

be calculated from the above equation.  The temperature at the keyhole wall at any depth 

can then be calculated from the equilibrium temperature versus pressure relation for the 

liquid-vapor interface.   

The keyhole geometry is iteratively calculated by first assuming a constant 

temperature equal to the normal boiling point of the alloy at 1 atmosphere on the keyhole 

walls.  The wall temperature is modified in subsequent iterations by calculating the vapor 

pressure required to balance the surface tension and the hydrostatic force at the keyhole 

wall at all depths.  Using this calculated vapor pressure, the wall temperature is then 

determined through equilibrium temperature versus pressure relation.  Thus, the wall 

temperatures are corrected with each iteration, and the calculations continue until the 

change in keyhole depth with each additional iteration becomes less than 10
-4

 mm, at 

which point the calculations are assumed to have converged.   

During calculation of the keyhole geometry, all temperatures inside the keyhole 

were assigned the wall temperature at that depth, for the identification of the keyhole.  At 

each horizontal xy plane, where x is the direction of welding, the keyhole boundary was 

identified by both minimum and maximum x values for any given y value.  The steps in 

the calculation of keyhole geometry are summarized as follows: 

p = gz + /r(z) (4.1) 
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1. The keyhole geometry is calculated based on an energy balance at the liquid-

vapor interface and the assumption of planar heat conduction.  For the first 

iteration, the keyhole wall temperature at all locations is taken as the normal 

boiling point of the alloy at 1 atm. 

2. After calculating the keyhole geometry, the vapor pressure at any depth inside the 

keyhole is calculated from a force balance (Eq. 4.1) involving the vapor pressure, 

hydrostatic force, and surface tension force at the liquid-vapor interface.  The 

keyhole radius r(z) is taken as half of the distance between the front and rear 

keyhole walls (the two keyhole locations on the vertical plane containing the 

welding direction) at distance „z‟ from the top surface. 

3. Equilibrium pressure versus temperature relation for the given alloy is used to 

calculate the wall temperatures at all depths. 

4. Steps 1-3 are repeated a few times with improved values of wall temperatures.  

The iterations are stopped when the keyhole depth becomes constant with 

iterations. 

4.3.2 Fluid flow and heat transfer 

The fluid flow and heat transfer model is described in Chapter 3.  Since the 

temperature difference between the top and the bottom of the keyhole can be a few 

hundred degrees, the Marangoni stress boundary condition has been applied.  The w-

velocity boundary condition along the keyhole walls is therefore given as:  

where n is the direction vector normal to the keyhole surface into the vapor region. 

z

T

dT

d

n

w









  (4.2) 
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4.3.3 Calculation methodology 

1. Keyhole geometry is calculated iteratively based on energy and pressure balance 

at keyhole walls. 

2. The calculated keyhole geometry is mapped onto a coarser mesh for the solution 

of 3D heat transfer and fluid flow.  Temperatures within the keyhole at any depth 

are assigned the final wall temperature value calculated at that depth during 

keyhole geometry calculations.   

3. The mass, momentum and energy conservation equations are solved assuming 

fixed wall temperatures and zero mass flux across the keyhole walls.  A 

turbulence model is used to enhance the viscosity and thermal conductivity in the 

liquid region. 

4.4 Results and Discussion 

4.4.1 Model Validation 

 The 3D EB heat transfer and fluid flow model has been validated with 21Cr-6Ni-

9Mn stainless steel, 304L stainless steel, and Ti-6Al-4V alloy welds.  Calculated weld 

geometries and thermal cycles at specific locations were compared with experimental 

results for 21Cr-6Ni-9Mn stainless steel and Ti-6Al-4V alloy welds made with different 

power levels.  The calculated and experimental weld geometries were also compared for 

304L stainless steel welds made with the same heat input but different power density 

distributions.  The experimental conditions are described in section 4.2.  The data used 

for calculations is given is Tables 4.1 and 4.2.  Constant temperature-independent thermal 

conductivities of solid and liquid phases were used for 21Cr-6Ni-9Mn stainless steel and 

Ti-6Al-4V.  For the 304L stainless steel calculations, temperature-dependent thermal 

conductivity values were used for the calculations.  Thermal conductivity data for the 

solid phase were available up to a temperature of 1273 K.  Above this temperature, 
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thermal conductivity values for the solid phase were estimated based on linear 

extrapolation of the experimental data for 304L stainless steel [28].  For the liquid phase, 

thermal conductivity was calculated based on Wiedemann-Franz relation, which states 

that the ratio of thermal conductivity to the product of temperature and electrical 

conductivity is a constant [29].  The electrical conductivity of liquid stainless steel was 

taken as the electrical conductivity of liquid iron at its theoretical melting point, which 

was close to the value obtained by extrapolating the data for electrical resistivity of 18Cr-

8Ni steel between 300 K and 1273 K to the liquidus temperature [30].   

 

 

 

 

 

 

Table 4.1:  Data used for keyhole calculations. 

Physical Property 21-6-9 SS 304L SS Ti-6Al-4V 

Boiling point at 1 atm, (K) [30] 2881 3100 3315 

Density of liquid at boiling point, (kg/m
3
) [30-

33] 
5800 5800 3780 

Specific heat of liquid at boiling point, (J/kg K) 

[30, 31, 34-36] 
800 800 730 

Thermal conductivity of liquid at boiling point, 

(W/m-K) [28, 31, 35, 37, 38] 
32 -- 37 

Laser beam absorption coefficient,  0.24 -- 0.24 

EB absorption coefficient,  0.25 0.2 0.25 

Laser beam radius, mm 0.23 -- 0.23 

Electron beam radius, mm 0.15 * 0.17 

Change in laser beam radius with depth, 

(mm/mm) 
0.045 -- 0.045 

Change in electron beam radius with depth, , 

(mm/mm) 
0.00 0.00 0.00 

Plasma attenuation coefficient for laser, (m
-1

)  100 -- 100 

Plasma attenuation coefficient for e-beam, (m
-1

) 10 10 10 
 

* Values depended on work-distance.  
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4.4.1.1 Weld geometry 

4.4.1.1.1 Power variation: 21Cr-6Ni-9Mn steel and Ti-6Al-4V 

 Figure 4.2 shows a comparison of computed and experimentally observed weld 

cross-sections of two EB welds of 21Cr-6Ni-9Mn stainless steel for two input powers 

(407 W and 814 W).  The computed cross-sections of the fusion zone geometry, shown 

by solid lines, are in good agreement with the corresponding experimental results.  Both 

welds show narrow and deep fusion zone geometry characteristic of EB welds.   

Table 4.2:  Data used for fluid flow calculations. 

Physical Property 21-6-9 SS 304L SS Ti-6Al-4V 

Solidus temperature, (K) [34, 40] 1697 1697 1878 

Liquidus temperature, (K) [34, 40] 1727 1727 1928 

Density of liquid (kg/m
3
) [30, 40] 7000 7000 4000 

Specific heat of solid, (J/kg K) [34, 40] 712 712 670 

Specific heat of liquid, (J/kg K) [34, 40] 800 800 730 

Thermal conductivity of liquid, (W/m-

K)[28, 31, 35, 37, 38] 
29 --- 29 

Thermal conductivity of solid, (W/m-K) 

[28, 31, 35, 37, 38] 
29 --- 21 

Viscosity, (Pa-s)
 
[34, 40] 0.007 0.007 0.005 

Coefficient of thermal expansion, (1/K) 

[30] 
51096.1   51096.1   6108   

Temperature coefficient of surface 

tension, (N/m K) [34, 40] 
31043.0   31043.0   31026.0   

Enthalpy of solid at melting point, (J/kg)
 

[34, 40] 
61020.1   61020.1   61012.1   

Enthalpy of liquid at melting point, 

(J/kg)
 
[34, 40] 

61026.1   61026.1   61049.1   

Emissivity 0.3 0.3 0.3 

Heat transfer coefficient, W/m
2
-K 210 210 210 

 

* Values depended on work-distance.  
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 Figure 4.3 (a) and (b) show a similar comparison of weld cross-sections for Ti-

6Al-4V welds at two different input powers.  Solid lines mark the calculated fusion zone 

boundary given by the projections of solidus temperature contours on a vertical plane 

perpendicular to the welding direction.  The fusion zones of Ti-6Al-4V welds have a 

martensitic microstructure with columnar grains.  The microstructure also shows a light 

etching inner heat affected zone and a dark etching outer heat affected zone.  The location 

of the fusion zone boundary at the top surface can be discerned from the deformation of 

the top surface.  The computed and the experimental weld geometries are in very good 

agreement. 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.2: Comparison of EB weld cross-section for 21Cr-6Ni-9Mn stainless steel at 17 

mm/s welding speed and at input powers a) 407 W and b) 814 W.  The computed weld 

pool and keyhole geometries are shown by solid lines and dashed lines respectively. 
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 The fusion zone volume for the two materials can be compared by examining their 

properties from the following approximate analysis.  Amount of heat required to raise the 

temperature of a certain volume of the material to its melting point is equal to V[Cp(Tm-

Tamb) + Hf ], where V is the volume,  is the density, Cp is the specific heat, Tm is the 

melting point, and Tamb is the ambient temperature.  For the same heat input, the 

approximate ratio of the fusion zone volumes can be found from the ratio of the above 

terms.  Using the values given in Table 4.2, the ratio of melt pool volume of the stainless 

steel to the melt pool volume of Ti-6Al-4V is about 0.77.  In other words, we should 

expect a larger melt pool volume for Ti-6Al-4V as compared to 21Cr-6Ni-9Mn steel 

under similar heat input conditions.  For heat inputs of 407 W for 21Cr-6Ni-9Mn 

stainless steel and 550 W for Ti-6Al-4V, the ratio of fusion zone volumes should be 

 

 

Figure 4.3:  Comparison of computed (solid lines) and experimentally determined EB 

weld cross-section for Ti-6Al-4V weld made at 17 mm/s welding speed with a) 550 W 

input power and b) 1114 W input power.   The dashed line marks the experimentally 

observed fusion zone boundary.   
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approximately 0.57, if equal proportion of the beam energy was used for melting in the 

welding of the two materials.  Since the weld pool temperatures vary with location and 

the melting efficiencies depend on process and material properties, this number can be 

used only for qualitative purpose.  The experimentally observed ratio of melt pool 

volumes can be approximately compared from the melt pool cross-sections of the welds 

of the two materials.  Approximating the fusion zones with triangles and using weld 

depth and half-width of 2.1 mm and 0.6 mm, respectively, for Ti-6Al-4V weld at 550 W, 

and using weld depth and half-width of 2.5 mm and 0.36 mm, respectively, for Ti-6Al-

4V weld made at 407 W, the approximate ratio of melt pool volumes is 0.5.  Therefore 

the Ti-6Al-4V weld is larger than the 21Cr-6Ni-9Mn weld.  

4.4.1.1.2 Power density variation: 304L stainless steel welds 

 As shown in Table 4.3, an increase in work distance from 127 mm to 457 mm 

resulted in more than a two-fold increase in the beam focal spot radius (Rf).  With a larger 

focal spot radius, the beam is more diffuse and the peak power density is lower, 

decreasing from 34.9 kW/mm
2
 for 127 mm work-distance (focal radius = 0.13 mm) to 

7.79 kW/mm
2
 for 457 mm work-distance (focal radius = 0.28 mm) [27].  As a result, the 

weld characteristics are likely to be strongly affected by the variation in beam radius.   

 With an increase in beam radius, the input energy distribution is more diffuse and 

the peak power density decreases, thus decreasing the weld penetration.  However, a 

larger focal spot radius increases melting on the top surface, resulting in a wider weld 

pool.  Thus, the ratio of weld pool depth to width decreases with increasing beam radii, as 

shown in Table 4.3.  The calculated and experimental depth and width were in reasonable 

agreement.  The difference in calculated and experimental values was less than 9 % for 

depth and less than 16 % for width.  The area of calculated weld cross-section is nearly 

constant with variation in the beam radius.  Figure 4.4 shows the variation of weld pool 

depth and width at the top surface with the variation in the focal spot radius.  Trend lines 

are also plotted for the calculated and measured weld depth and width. The calculated 

weld width and depth display trends similar to the measured values.  
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WD: work distance, Rf: focal spot radius, PPD: peak power density, dm: measured weld 

depth, dc: calculated weld depth, wm: measured weld width, wc: calculated weld width, 

MA: measured cross-sectional area, AR: aspect ratio. % error is the difference between 

the calculated and experimental values divided by the calculated value.  All the 

measurements were made at LLNL. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 4.3:  Data used for fluid flow calculations. 

WD, 

mm 

Rf, 

mm 

PPD, 

kW/mm
2
 

dm, 

mm 

dc, 

mm 

% 

error 

wm, 

mm 

wc, 

mm 

% 

error 

MA, 

mm
2
 

AR 

127 0.131 34.9 4.46 4.20 -6.19 1.27 1.38 7.97 2.40 3.52 

184 0.166 21.6 4.21 3.87 -8.79 1.29 1.52 15.13 2.55 3.27 

229 0.173 20.0 3.97 3.80 -4.47 1.48 1.58 6.33 2.63 2.65 

305 0.207 14.1 3.69 3.56 -3.65 1.48 1.68 11.90 2.58 2.49 

381 0.243 10.2 3.39 3.33 -1.80 1.55 1.76 11.93 2.56 2.19 

457 0.279 7.8 2.96 2.97 0.34 1.71 1.90 10.00 2.62 1.73 
 

* Values depended on work-distance.  
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Figure 4.4: Variation of weld depth and weld width with spot radius. 
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Figure 4.5: Comparison of experimental and calculated weld geometries for 304 L 

stainless steel welds made with focal spot radii a) 0.131 mm, b) 0.173 mm, c) 0.207 mm, 

d) 0.243 mm, and e) 0.279 mm.  Input power: 1000 W.  Welding speed 17 mm/s.  Weld 

penetration is in mm. 
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4.4.1.2 Thermal cycle 

 Thermal cycles were computed for 21Cr-6Ni-9Mn stainless steel welds (407 W 

and 814 W input power, 17 mm/s welding speed) and Ti-6Al-4V welds (550 W and 1114 

W input power, 17 mm/s welding speed).  The computed thermal cycles were compared 

with experimental measurements in Figures 4.6 and 4.7 at three monitoring locations for 

21Cr-6Ni-9Mn stainless steel welds made at 407 W and 814 W, respectively.  The time 

scales in the computed temperature versus time plots were constructed by dividing the 

distance with the welding velocity.  The experimental and the calculated time scales were 

synchronized by taking the same time to reach peak temperature for both plots.  

Locations of the thermocouples and the welding conditions are described in section 4.2.1.  

The computed thermal cycles agreed well with the corresponding experimentally 

determined values at all three locations for both powers.  A comparison of the data in 

Figures 4.6 and 4.7 indicates that at any given monitoring location the peak temperature 

increases with an increase in heat input.   

 Figures 4.8 and 4.9 show the comparison of the computed and the experimentally 

determined temperature versus time plots at three monitoring locations for Ti-6Al-4V 

welds made at 550 W and 1114 W input power, respectively.  The computed thermal 

cycles agreed well with the corresponding experimentally determined values at all three 

monitoring locations for both input powers.  The peak temperatures obtained at the top 

surface for Ti-6Al-4V made at 550 W were higher than the peak temperatures obtained at 

similar locations for 21Cr-6Ni-9Mn stainless steel made at the higher input power of 814 

W.  This difference in peak temperatures can be attributed to the higher boiling point and 

lower solid state thermal conductivity of Ti-6Al-4V compared to 21Cr-6Ni-9Mn stainless 

steel.   

 Because of the lower heat input and higher welding speeds compared to arc 

welding, cooling rates are higher in EBW.  For a 2 mm deep 21Cr-6Ni-9Mn steel weld 

made at 407 W input power and 17 mm/s welding speed, the calculated time to cool from 

1073 K to 773 K (800 
0
C to 500 

0
C) at the weld center line on the top surface of the 

work-piece was 0.128 s.  That is, the cooling rate from 1073 K to 773 K was 2343.7 K/s.  
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Larger heat inputs and lower welding speeds required to produce similar weld penetration 

in arc welding (due to more diffused energy distribution) result in higher cooling times.  

For the welding conditions considered by Kumar et al. [41], penetration depths between 1 

to 6 mm were obtained and the time to cool from 1073 K to 773 K was between 1 to 21 s.  

Therefore, the cooling rates in gas metal arc fillet welding were much lower compared to 

EBW. 
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Figure 4.6:  Experimental and computed thermal cycles for EB welds made on 21Cr-6Ni-

9Mn stainless steel at 407 W input power and 17 mm/s welding speed at (a) y = 1.5 mm 

at the top surface, (b) y = 2.5 mm  at the top surface, and (c) y = 0 mm at the bottom 

surface.  y is the distance from the weld center line.  Solid line shows the computed 

thermal cycle.   
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Figure 4.7:  Experimental and computed thermal cycles for EB welds made on 21Cr-6Ni-

9Mn stainless steel at 814 W input power and 17 mm/s welding speed at (a) y = 1.5 mm 

at the top surface, (b) y = 2.5 mm  at the top surface, and (c) y = 0 mm at the bottom 

surface.  y is the distance from the weld center line.  Solid line shows the computed 

thermal cycle. 
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Figure 4.8:  Experimental and computed thermal cycles for EB welds made on Ti-6Al-4V 

at 550 W input power and 17 mm/s welding speed at (a) y = 1.5 mm at the top surface, 

(b) y = 2.5 mm  at the top surface, and (c) y = 0 mm at the bottom surface.  y is the 

distance from the weld center line.  Solid line shows the computed thermal cycle. 
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Figure 4.9:  Experimental and computed thermal cycles for EB welds made on Ti-6Al-4V 

at 1114 W input power and 17 mm/s welding speed at (a) y = 1.5 mm at the top surface, 

(b) y = 2.5 mm  at the top surface, and (c) y = 0 mm at the bottom surface.  y is the 

distance from the weld center line.  Solid line shows the computed thermal cycle. 
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4.4.2 Fluid flow 

 Figures 4.10 and 4.11 show the computed fluid flow during EBW of 21Cr-6Ni-

9Mn stainless steel and Ti-6Al-4V welds, respectively.  The experimental conditions for 

these welds are described in section 4.2.1.  The fluid moving out from the center of the 

weld pool carries heat and enhances the heat transfer.  The region within the weld pool 

with no velocity vectors is the keyhole.  On the keyhole walls, the velocity vectors due to 

Marangoni convection can be observed.  These Marangoni convection currents bring heat 

from the keyhole bottom, where the wall temperature is relatively higher, to the top 

surface and then outwards, thus enhancing the heat transfer within the weld pool.  Such 

re-circulatory flow of hot liquid from the bottom to the top and then radially outwards, 

can result in increased weld pool width near the top surface.   

 

 

 

 

Figure 4.10: Fluid flow in 21Cr-6Ni-9Mn stainless steel EB weld pool at 17 mm/s 

welding speed and at input powers a) 407 W and b) 814 W.  Levels 1, 2 and 3 correspond 

to temperatures 1697 K, 1900 K and 2200 K. 



 137 

 Figure 4.12 shows the temperature contours and velocity vectors for the 304L 

stainless steel welds for the welds made with the smallest (0.13 mm) and the largest (0.28 

mm) focal spot radius.  In this figure, there is a strong circulation of liquid near the top 

surface of the weld pool and the fluid moves at high velocities from the hot region near 

the keyhole carrying heat outward.  The enhanced heat transfer due to Marangoni 

convection results in the widening of the weld pool near the top of the surface.  Since 

Marangoni convection cannot directly enhance the heat transfer in horizontal planes at 

large distances from the top surface, the weld pool is narrow.  The result is a weld pool 

that is widened near the top surface.   

 

 

 

 

 

 

Figure 4.11: Fluid flow in a Ti-6Al-4V EB weld pool made at 17 mm/s welding speed at 

input power of a) 550 W and b) 1114 W.  Levels 1, 2 and 3 correspond to temperatures 

1878 K, 2000 K and 2500 K.   
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 Figure 4.13 shows the fluid flow in transverse planes perpendicular to welding 

direction at selected distances from the heat source.  Plane „a‟ is the closest to the EB axis 

(located 0.11 mm behind EB axis) and plane „f‟ is the farthest behind the EB axis 

(located 0.95 mm behind EB axis).  The keyhole region, which is characterized by the 

absence of velocity vectors at the center of the weld pool, is present only in Figure 4.13 

(a).  Under the influence of surface tension gradients at the vapor-liquid interface, the 

fluid near the keyhole wall moves from the bottom to the top.  The fluid velocities in the 

vertical direction are highest near the vapor-liquid interface and decrease to zero at the 

solid-liquid boundary.  As the distance from the heat source increases, fluid gradually 

starts to move downwards and the reversal of the direction of fluid velocity from upwards 

to downwards happens at shorter distances from the top surface.  In short, fluid moves 

upwards and outwards near the keyhole region, and comes downwards and inwards away 

from it.  The study of fluid flow patterns gives insight into the convective heat transport 

process and its effect on weld geometry and cooling rates.  Fluid moving from hotter 

region to cooler region will enhance the heat transfer to the cooler region and increase the 

 

 

Figure 4.12:  Fluid flow pattern in EB weld on 304L stainless steel for focal spot radius of 

a) 0.13 mm and b) 0.28 mm.  Levels 1, 2, and 3 represent 1697 K, 1900 K and 2200 K, 

respectively. 
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weld pool size.  Furthermore, when coupled with species transport equations, calculation 

of fluid velocities can help in understanding and predicting the solute distribution in the 

fusion zone.   

 

 

 

Figure 4.13:  Fluid flow in the weld made with 0.28 mm beam radius in transverse planes 

located at (a) 0.11 mm, (b) 0.28 mm, (c) 0.45 mm, (d) 0.62 mm, (e) 0.78 mm and (f) 0.95 

mm behind the EB.  Only the top 3.5 mm of the total plate thickness of 9.5 mm is shown. 
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4.4.2.1 Convective heat transfer 

 The significance of convective heat transfer relative to conductive heat transfer 

can be measured in terms of the Peclet number.  Using  = 7000 kg/m
3
, u = 0.1 m/s (the 

value of the reference velocity vector in Figure 4.12), Cp = 800 J/kg-K, half-width of the 

weld pool, w/2 = 8.0 X 10
-4

 m, and k = 30 W/m-K, for the welding of 304L stainless 

steel, the calculated Peclet number (uCp(w/2)/k) is 14.9, meaning that convective heat 

transfer is very important for these welding conditions.   

 To further illustrate the significance of convection on the weld pool geometry, the 

temperature field in the work-piece was calculated by considering only conductive heat 

transfer and ignoring fluid flow.  Figure 4.14 shows the calculated weld pool cross-

sections for 304L stainless steel welds with and without consideration of convective heat 

transfer for the lowest and highest focal spot radius cases described in section 4.2.2.  

Figures 4.14 (a) and (c) show the calculated weld pool cross-sections for the case of 0.13 

mm and 0.28 mm focal spot radius, respectively, with convection, and Figure 4.14 (b) 

and (d) show the corresponding weld cross-sections in the absence of convection.  In the 

absence of convection, heat transfer is significantly reduced resulting in much narrower 

weld pools.  The calculated weld pool in the absence of convection also lacks the nail 

head shape usually observed in experiments because of the absence of enhanced outward 

heat transfer at the top surface of the work-piece.  The differences in shape and size of the 

calculated weld pools in the absence of and in the presence of convection indicate the 

significance of convective heat transfer under the conditions considered. 

4.4.3 Non-dimensional analysis 

 Table 4.4 shows various dimensionless numbers calculated for the EBW of 21Cr-

6Ni-9Mn stainless steel, 304L stainless steel and Ti-6Al-4V alloy.  Since the Peclet 

number is much higher than 1 for all the three alloys, convection plays a very significant 

role in the heat transfer compared to conduction.  The surface tension Reynold‟s number 

for all the three alloys is of the order of 10
4
,
 
indicating a strong effect of the surface 
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tension gradient on the fluid flow in comparison with the viscous force.  According to 

Atthey‟s criteria [42], the weld pools are turbulent when the Reynold‟s number, Re 

(umw/is greater than 600.  This condition is satisfied for the welding of all the three 

materials indicating a turbulent weld pool.  The very low values of the Magnetic 

Reynolds numbers indicate that the Lorentz force is insignificant compared to the viscous 

force.   

 

 

 

 

Figure 4.14: 304L weld pool cross-sections for focal spot radius of 0.13 mm (a) with 

convection, (b) without convection, and 0.28 mm (c) with convection, and (d) without 

convection.  Input power: 1000 W, welding speed: 17 mm/s.  
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Table 4.4:  Dimensionless numbers for EBW of 21Cr-6Ni-9Mn stainless steel at 814 W, 

304L stainless steel at 1000 W, and Ti-6Al-4V at 1114 W, and the values used in 

calculations. 

Values used for calculation of dimensionless numbers 

  
21-6-9 SS 

814 W 

304L SS 

1000 W 

Ti-6Al-4V, 

1114 W 

Characteristic flow 

velocity, m/s 
u 0.1 0.1 0.1 

Maximum flow 

velocity, m/s 
um 1.0 1.0 0.6 

Weld pool width, m w 9.0 X 10
-4

 1.7 X 10
-3

 1.5 X 10
-3

 

*Temperature 

difference, K  
 550 800 700 

Density, kg/m
3 

[30, 40]  7000 7000 4000 

Viscosity, kg/m-s [34, 

40] 
 0.007 0.007 0.005 

Thermal conductivity, 

W/m-K [28, 31, 35, 37, 

38] 

k 30 30 30 

Specific heat, J/kg-K 

[34, 40] 
Cp 800 800 730 

Surface Tension, N/m-

K [30]  
 1.87 1.87 1.65 

Temperature 

coefficient of surface 

tension, (N/m K) [34, 

40] 
dT

dγ
 31043.0   31043.0   31026.0   

Current, A  7.4 X 10
-3

 10.0 X 10
-3

 10.4 X 10
-3

 

Magnetic permeability 

of free space, N/A
2
[30] 

m 4 X 10
-7

 4 X 10
-7

 4 X 10
-7

 

Dimensionless number Definition 
21-6-9 SS 

814 W 

304L SS 

1000 W 

Ti-6Al-4V, 

1114 W 

Peclet Number, Pe = 
k

2

w
Cu p 










 
8.4 15.9 7.3 

Surface tension 

Reynold‟s number, Ma 
= 

2μ

ΔT
dT

dγ

2

w
ρ 









 
1.5 X 10

4
 4.2 X 10

4
 2.2 X 10

4
 

Reynold‟s Number, Re = 


 wu m  900 1700 720 

Magnetic Reynold‟s 

Number, Rm 
= 

22

2
m

4

I




 2.5 X 10

-4
 4.5 X 10

-4
 5.5 X 10

-4
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*Difference between the calculated keyhole wall temperature near the top surface and 

solidus temperature.  

4.4.4 Vapor pressure and wall temperature  

 Figure 4.15 (a) shows the variation of vapor pressure with depth in the keyhole 

for the 21Cr-6Ni-9Mn stainless steel weld made with an input power of 407 W at 

welding speed of 17 mm/s.  The values given in the plot represent the pressure required 

to balance the surface tension force and the hydrostatic force of the liquid metal at the 

keyhole walls in order to keep the keyhole open.  The metal vapor pressure in the keyhole 

increases with depth and it can become very high near the keyhole bottom.  As the 

keyhole radius becomes smaller with increasing depth, the pressure increases at a higher 

rate.  In the calculation of the keyhole profile, the radius of the keyhole decreases from a 

maximum value at the top to zero at the bottom.  In reality, the keyhole bottom is likely 

to be rounded and the radius of curvature is likely to have a finite value.  Thus, calculated 

vapor pressures near the keyhole bottom may be somewhat higher than their true values.   

 Figure 4.15 (b) shows the variation of wall temperature with depth and is 

calculated from the equilibrium pressure versus temperature relationship for 21Cr-6Ni-

9Mn stainless steel.  The equilibrium vapor pressures over the alloys were calculated 

assuming ideal solution behavior.  For example, for stainless steel, the equilibrium vapor 

pressure was taken as the sum of the products of the mole fraction and the equilibrium 

vapor pressure of pure Fe, Cr, Ni and Mn.  The wall temperatures varied by about 400 K 

from about 2308 K to about 2734 K.   

 Figure 4.16 (a) and (b) show the variation of keyhole pressure and wall 

temperature with depth for Ti-6Al-4V weld made with an input power of 550 W at a 

welding speed of 17 mm/s.  The wall temperatures varied by about 400 K from 2632 K 

near the top surface to 3034 K near the keyhole bottom.  Schauer and Giedt [6] measured 

the wall temperatures in an EB cavity for various alloys and found a similar variation 

with depth.  Measurements for variation of wall temperature along the depth of a vapor 

cavity in laser welding are not available.   
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 The temperature versus pressure relations for various metals that constitute the 

three alloys used in this study are as given in Eqs. 4.3 to 4.12.  In these equations, pi is the 

pressure in mm of mercury and T is the temperature in K. 

 

Temperature versus pressure relation for Fe [30]:  

Temperature versus pressure relation for Cr [30]:   

Temperature versus pressure relation for Ni [30]:   

 

 

Figure 4.15:  Variation of (a) vapor pressure in the keyhole and (b) keyhole wall 

temperature, with depth for electron beam welding of 21Cr-6Ni-9Mn stainless steel at 

407 W input power and 17 mm/s welding speed. z = 0 at the surface of the work piece.  

Equilibrium pressure versus temperature relation for the alloy was calculated assuming 

ideal solution behavior from the pressure versus temperature relation for the constituting 

metals.  

log10 (pFe) = 13.27 - 19710.0/T - 1.27 log10 (T) (4.3) 

log10 (pCr) = 14.56 - 20680.0/T - 1.31 log10 (T) (4.4) 



 145 

Temperature versus pressure relation for Mn [30]:   

 For T < 2333 K, 

For T > 2333 K,   

Temperature versus pressure relation for Ti [30]:   

Temperature versus pressure relation for V [30]:   

 For T < 2175 K, 

For T > 2175 K,   

Temperature versus pressure relation for Al [30]: 

 For T < 2800 K,   

 For T > 2800 K,   

 

 

 

 

 

log10 (pNi) = 16.95 - 22400.0/T - 2.0 log10 (T) (4.5) 

log10 (pMn) = 17.27 - 13900.0/T - 2.52 log10 (T) (4.6) 

pMn = 760 X 2.718
(27796.50(-1/T+1/2333.)

 (4.7) 

log10 (pTi) = 11.74 - 23200.0/T - 0.66 log10 (T) (4.8) 

log10 (pV) = 10.12 - 26900.0/T + 0.33log10 (T) - 0.000265 T (4.9) 

pV = 760.0 X 2.718
(54991.6 (-1/T+1/3683.0)

 (4.10) 

pAl = 12.36 - 16450.0/T- 1.023 log10 (T) (4.11) 

pAl = 760.0 X 2.718
(34989.2 (-1/T+1/2760.6)

 (4.12) 
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 Figure 4.17 shows the variation of vapor pressure with depth for beam radii of 

0.13 mm and 0.28 mm.  As shown in Figure 4.5, the keyhole becomes narrower and 

deeper as the beam radius is decreased.  The narrower keyhole for lower focal spot radius 

requires a larger vapor pressure to balance the surface tension force that tends to close the 

keyhole.  Therefore, vapor pressures are higher for the higher peak power densities 

obtained with the smaller focal spot radii.  In accordance with higher vapor pressures in 

the keyhole for the smaller beam radius, equilibrium wall temperatures at the keyhole 

walls are higher for the beam radius of 0.13 mm as compared to the larger beam radius of 

0.28 mm as shown in Figure 4.18.   

 The higher keyhole wall temperatures for smaller focal spot radius are consistent 

with more intense heating.  The average temperature gradient in perpendicular-to-

welding direction was always significantly higher than that along the keyhole wall in the 

vertical direction.  For example, for the weld made with the beam radius of 0.28 mm the 

 

 

Figure 4.16:  Variation of vapor pressure in the keyhole with depth for EBW of Ti-6Al-

4V at 550 W input power and 17 mm/s welding speed.  z = 0 at the surface of the work 

piece.  Equilibrium pressure versus temperature relation for the alloy was calculated 

assuming ideal solution behavior from the pressure versus temperature relation for the 

constituting metals. 
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average temperature gradient in the weld pool at mid-height of the keyhole in the 

horizontal direction was about 26 times that in the vertical direction.  Thus, the 

assumption that the temperature gradient in the vertical direction is small compared to 

that in the horizontal plane is justified.  Since the variation of vapor pressure from the 

bottom to the top of the keyhole results in only 3 to 5 % variation in the wall temperature, 

any errors in vapor pressure calculation are likely to result in much smaller errors in the 

computed wall temperatures.  

 

 

 

 

Figure 4.17:  Variation of vapor pressure in the keyhole with depth for radius of 0.13 mm 

and 0.28 mm.  z = 0 at the surface of the work-piece. 

 

 

Figure 4.18:  Variation of keyhole wall temperature with depth for radius of 0.13 mm and 

0.28 mm.  z = 0 at the surface of the work-piece.  Equilibrium pressure versus 

temperature relation for the alloy was calculated assuming ideal solution behavior from 

the pressure versus temperature relation for the constituting metals. 
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4.4.5 Effect of wall temperature on weld: EBW versus LBW 

As discussed earlier, the keyhole wall temperatures are lower in EB welds as 

compared to LB welds due to the lower ambient pressure in electron beam welding.  The 

differences in keyhole temperatures in EBW compared to LBW can result in different 

weld geometries for the two welding processes.  Heat transfer and fluid flow calculations 

for laser and electron beam welding were performed for same process parameters for Ti-

6Al-4V and 21Cr-6Ni-9Mn stainless steel.  That is, the input power, power distribution, 

welding speed, focal spot radius, beam divergence, beam attenuation by plasma, and 

material absorption coefficient were taken to be same for both laser and electron beam 

welding.  The calculated weld geometries for 21Cr-6Ni-9Mn stainless steel and Ti-6Al-

4V are shown in Figures 4.19 and 4.20, respectively.  Since laser beam welds operate at 

higher keyhole surface temperatures, more energy is required to raise the temperature of 

the material to the higher keyhole wall temperatures in LBW compared to EBW.  

Therefore, for a given heat input, penetration in LBW is likely to be lower compared to 

EBW if all other process parameters are the same.  However, since the higher keyhole 

surface temperatures result in greater heat transport in the horizontal plane, the LB welds 

are wider compared to the EB welds for 21Cr-6Ni-9Mn stainless steel and Ti-6Al-4V.  

Figures 4.19 and 4.20 show that even the difference of wall temperatures in LBW and 

EBW can affect the keyhole geometry appreciably.    

4.5 Summary and Conclusions 

 A numerical model was developed and tested to calculate the fluid flow and heat 

transfer in 3D during keyhole mode EBW for the first time.  An energy balance based 

model was used to calculate the keyhole shape in EBW by considering the variation of 

keyhole wall temperature as a function of keyhole depth.  The model was tested for the 

welding of 21Cr-6Ni-9Mn stainless steel, 304L stainless steel, and Ti-6Al-4V alloy.  The 

model was used to calculate temperature fields, thermal cycles, weld geometry, and fluid 

flow.  A turbulence model based on Prandtl‟s mixing length hypothesis was used to 
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estimate the effective viscosity and effective thermal conductivity values.  Temperatures 

on keyhole walls in EBW were calculated from the equilibrium temperature-pressure 

relations for the metal-vapor interface.  The vapor pressure, in turn, was calculated from a 

force balance at the keyhole walls.   

 

 The volume of the fusion zones could be related to the material properties like 

density, specific heat and melting point.  As expected, welding parameters such as the 

beam radius, input power, and welding speed affected the weld pool geometry.  

Relatively low keyhole wall temperature in EBW compared with that during LBW was a 

contributing factor in the formation of narrower EB welds for the experimental conditions 

considered here.  The presence of surface tension driven vertical flow along the keyhole 

walls in EBW enhanced the heat transfer.  Convective heat transfer was very significant 

in determining the weld geometry, as shown by Peclet number calculations.  In the 

absence of convection, the calculated nail head shape of the weld pool was not obtained.  

The reduced heat transfer near the top surface in the absence of convection resulted in a 

 

 

Figure 4.19: Computed weld cross-sections for 21Cr-6Ni-9Mn stainless steel welds made 

with 1000 W input power at 17 mm/s welding speed by (a) LBW and (b) EBW.  
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much narrower calculated weld pool, further illustrating the significance of convective 

heat transfer for the welding conditions.  

 

 The calculation of dimensionless numbers showed that convection was the 

dominant mechanism of heat transfer in the weld pool, and the gradient of surface tension 

played an important role in the fluid flow.  The Lorentz force was insignificant compared 

with the Marangoni force.  Higher peak temperatures found in Ti-6Al-4V welds 

compared to similar locations in 21Cr-6Ni-9Mn stainless steel welds was attributed to 

higher boiling point and lower solid state thermal conductivity of Ti-6Al-4V. 

 The effect of variations in the power density distribution was also studied for 

304L stainless steel by changing the focal spot radius at a fixed input power.  With an 

increase in the focal spot size, the power distribution became progressively diffused, the 

penetration depth decreased and the weld width increased.  The total weld cross-sectional 

 

 

Figure 4.20:  Computed weld cross-sections for Ti-6Al-4V welds made with 1000 W 

input power at 17 mm/s welding speed by (a) LBW and (b) EBW. 
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area remained constant with the power density variation for the fixed input power.  

Higher peak power density with the same input power, resulted in higher peak 

temperature and vapor pressure at the keyhole bottom.  Keyhole wall temperatures 

calculated for EBW from pressure balance at keyhole walls and using the equilibrium 

pressure versus temperature relation were lower than the keyhole wall temperatures in 

LBW.  Heat transfer and fluid flow calculations for EBW and LBW for similar process 

parameters showed that the lower keyhole wall temperatures in EBW tend to increase the 

weld penetration and decrease the weld width compared to LBW. 
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Chapter 5 

 

Reliability and Tailoring Weld Geometry 

5.1 Introduction 

There are two main difficulties associated with the widespread use of numerical 

models of welding processes.  First, the model results do not always agree with the 

experimental results because of uncertainties in the values of several model input 

parameters that cannot be estimated from the fundamental principles.  For example, laser 

beam absorptivity depends on various factors like surface temperature, presence of oxide 

layer on the surface, angle of incidence, etc.  As such, it is very difficult to estimate the 

value of absorption coefficient.  There can also be uncertainty regarding the measured 

focal spot size of the laser or electron beam because the focal spot size is often measured 

by irradiating a thin metal foil by the energy beam for a limited time and taking the radius 

of the evaporated region as the beam radius.  However, this method is not very accurate.  

For low power beams and low heating times, the evaporated region may be smaller than 

the beam radius.  For high heating times, on the other hand, region outside the direct 

impact of the energy beam may be evaporated because of conductive heat transfer from 

the hotter regions.  Thus the „measured‟ beam radius may be larger than the actual beam 

radius.  Furthermore, scattering of the beam by the gas or metal vapors present in the 

keyhole can result in a change in the beam radius.  It is very difficult to calculate the 

effective values of beam radius in the presence of a cloud of metal vapors that scatter 

radiation.  Finally, there may also be uncertainties in thermo-physical properties of the 

material.   

 Second, the numerical heat transfer and fluid flow models of welding processes 

are unidirectional in nature and designed to calculate weld characteristics from the 

welding variables.  However, the ability to prescribe a set of welding process conditions 

to attain a particular set of weld characteristics (weld geometry, cooling rate) is often 



155 

needed but not currently possible.  Moreover, since the keyhole mode welding process is 

very complicated and involves non-linear interactions of several welding variables, a 

particular weld attribute may be obtained via multiple paths.  The unidirectional 

numerical models for keyhole mode laser welding cannot prescribe these multiple sets of 

welding variables. 

 These major problems can be solved by combining the numerical models with a 

suitable optimization algorithm.  First, the reliability of the calculated results can be 

improved by estimating uncertain input parameters from a limited volume of 

experimental data.  By coupling a genetic algorithm (GA) based optimization method [1-

4] with a three dimensional (3D) heat transfer model [5, 6], the optimized values of these 

uncertain parameters can be determined so that the computed weld geometry agrees well 

with the experimental data.  Second, the GA can systematically search for multiple 

solution sets of welding variables [7, 8], each of which can result in a specific weld 

geometry.  Since the search involves a well tested forward heat transfer model for 

keyhole mode welding [5, 6], the estimation of uncertain parameters and multiple sets of 

welding variables comply with the phenomenological laws of welding physics.    

5.2 Mathematical model 

5.2.1 Heat transfer model 

 Welds were made on 1.0 mm thick 5182 Al-Mg alloy plates with 2.6 kW 

Nd:YAG laser at welding speeds varying from 63.5 mm/s to 105.8 mm/s [9].  A 3D heat 

transfer model [5, 6] is used for the calculation of temperature fields from a set of 

specified welding conditions and materials properties.  Since the main goal here was to 

establish a methodology to estimate uncertain parameters and provide an inverse 

modeling capability for tailoring weld attributes, a simple forward model was selected. 

Aluminum alloy was chosen because of its high thermal conductivity because of which 

convection is not very important.  The main assumptions of the model are the following: 
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1. A constant temperature equal to the boiling point of the alloy is assumed on the 

keyhole walls.  Since the keyhole is exposed to the atmosphere, the equilibrium 

pressures of all the alloying elements add up to one atmosphere.   

2. Furthermore, since the orientation of the keyhole is almost vertical, and the 

temperature everywhere at the keyhole wall is the boiling point of the alloy, the 

heat transfer takes place mainly along the horizontal plane.   

3. The laser beam absorption coefficient and plasma absorption coefficient are 

assumed to have constant, location independent values.   

The model calculates weld geometry based on several parameters which include 

material properties, welding process parameters and geometrical parameters.  Table 5.1 

lists the values used for the input parameters. 

 

 The two-dimensional temperature field in an infinite plate can be calculated 

considering heat conduction from the keyhole wall into the plate as [11]: 

Table 5.1:  Data used in the calculations. 

Physical Property Value 

Boiling point, (K) [6] 1930 

Solidus temperature, (K) [6] 850 

Density, (kg/m
3
) [6] 2300 

Specific heat, (J/kg-K) [6] 1200 

Thermal conductivity, (W/m-K) [6] 108 

Beam diameter at the end of the focusing lens,  (mm) 28 

Focal length of lens, (mm) 78 

Heat of evaporation of Al, (J/kg) [10] 1.08 x 10
7 

Heat of evaporation of Mg, (J/kg) [10] 5.25 x 10
7 

Inverse Bremsstrahlung absorption coefficient, (m
-1

) 100 

Heat transfer coefficient, (W/m
2
-K) 15 

 

 

   cosr
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where (r, ) designates the location in the plate with the line source as the origin, aT  is 

the ambient temperature, P‟ is the power per unit depth,  is the thermal conductivity, K0 

is the solution of the second kind and zero-order modified Bessel function and,  

where  is the welding speed and  is the thermal diffusivity. 

 The radial heat flux conducted into the keyhole wall, Ic can be obtained from the 

relation: 

 The locally absorbed beam energy flux, Ia, on the keyhole wall taking into 

account the absorption by the work-piece during multiple reflections and the plasma 

absorption is calculated as [5, 6]:      

where  is the inverse Bremsstrahlung absorption coefficient of plasma, „l‟ is the average 

path of the laser beam in plasma before it reaches the keyhole wall,  is the absorption 

coefficient of the work piece,  is the average angle between the keyhole wall and the 

initial incident beam axis, and I0 is the local incident beam intensity. 

 The evaporative heat flux, Iv on the keyhole wall is given as:  

where n  is the total number of alloying elements in the alloy, Hi is the heat of 

evaporation of element „i‟, and Ji is the evaporation flux of element „i‟ given by the 

modified Langmuir equation [12-14]: 

where ai is the activity of element „i‟, Pi
0
 is the equilibrium vapor pressure of element 

i over pure liquid at the boiling point Tb, and Mi is the molecular weight of element „i‟.  

The factor 7.5 is used to account for the diminished evaporation rate at one atmosphere 

 
 
r

r,T
λr,Ic




  (5.2) 

   0
4/1l

a I11eI
   (5.3) 

 


n

1i
iiv HJI  (5.4) 

b

i

0

ii
i

RT2

M

7.5

Pa
J


  (5.5) 



158 

pressure compared to the vaporization rate in vacuum and is based on previous 

experimental results [13, 14]. 

 A simple heat flux balance on the keyhole wall gives the following relation for 

local keyhole wall angle : 

 The keyhole model solves these equations to calculate the temperature 

distribution in the work-piece from the top surface of the sample up to the bottom of the 

keyhole.  To calculate the temperature profile below the keyhole and hence to calculate 

the total weld pool depth, the model is combined to another computer code which solves 

the following heat conduction equation:  

where  is the welding speed and  is the thermal diffusivity of the work-piece.  The 

other boundary conditions are as follows:   

 The boundary condition for the bottom surface is given by: 

where )z,y,x(J  is the heat flux, h is the heat transfer coefficient, aT  is the ambient 

temperature, and )z,y,x(T  is the local temperature.      

 The temperatures at the surfaces far from the heat source are assumed to be equal 

to the ambient temperature.  The 3D numerical model for the solution of the above 

equations, henceforth referred to as the forward numerical model, gives the temperature 

distribution in the work-piece. 
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5.2.2 Genetic Algorithm as an optimization model 

 The first step in the computational procedure is to optimize the values of the 

uncertain parameters in the model namely, the beam radius at the focal plane (r) and the 

laser beam absorption coefficient ().  A population of randomly generated sets of 

uncertain parameters is initially formed by the GA [1, 2, 15].  The weld pool depth and 

width are calculated using the forward numerical model for each of the sets of uncertain 

parameters for each of the welding conditions in the experimental data set [9].  Table 5.2 

shows the experimental data set used for this study, consisting of five welding conditions 

and the corresponding weld pool dimensions, i.e. depth and width.  The deviation of 

computed depth and width from the corresponding experimentally observed results can 

be quantified by the following objective function:   

where „k‟ designates the specific set of welding conditions given in Table 5.2, d
c
, wt

c
 and 

wb
c
 are the computed weld pool depth, width at top of the work-piece, and width at 

bottom of the work-piece, respectively, and d
e
, wt

e
, and wb

e
 are the corresponding 

experimental weld pool depth, width at top of the work-piece, and width at bottom of the 

work-piece for these sets of welding conditions.  Note that for each of the five welding 

conditions the experimental weld depth was equal to the work-piece thickness.  Two 

values of width have been specified for the weld pool cross-section, i.e. at the top and at 

the bottom of the work-piece to ensure a better correspondence between a low objective 

function O1(f) and a good agreement between the calculated and the experimental weld 

pool geometry.   
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 The objective function O1(f) depends on the beam radius at the focal plane „r‟, 

and the absorption coefficient .   

where r0 = 0.3 mm is a reference value of the radius of the beam experimentally measured 

at the focal point.  The random values of „r‟ are generated by the following scheme.  The 

value of the relative error „e‟ in beam radius is randomly generated within a negative 

lower limit and a positive upper limit.  The upper and the lower limits are the specified 

maximum positive and negative errors, respectively, in the measurement of radius.  The 

relative error in beam radius, „e‟, can be either positive or negative.  The value of „r‟ is 

then calculated as:  

 The values of absorption coefficient are also randomly generated within an upper 

and a lower limit.  A systematic global search is then undertaken by the GA to find the 

set of uncertain parameters which result in least value of the objective function, i.e.  

which give weld pool depth and width values very close to the experimental values.  The 

effectiveness of the search for optimized values of the two parameters is enhanced by 

using dimensionless values of radius which is comparable in magnitude with the 

absorption coefficient.  The sets of unknown input parameters commonly referred as 

population in GA, changes with every iteration following the rules of GA [1-4].  The GA 

Table 5.2: Welding conditions and weld dimensions 

Data set 
Power 

(W) 

Welding speed 

(mm/s) 

Defocus 

(mm) 

Experimental value 

Weld pool 

depth (mm) 

Weld pool 

width (mm) 

(a) 2600 63.5 0.0 1.0 2.35 1.67 

(b) 2600 74.1 0.0 1.0 2.27 1.83 

(c) 2600 84.7 0.0 1.0 1.96 1.23 

(d) 2600 93.5 0.0 1.0 1.73 0.73 

(e) 2600 105.8 0.0 1.0 1.63 0.56 
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used in the present study is a parent-centric recombination (PCX) operator-based 

generalized generation gap (G3) model [1, 2].  This particular GA was chosen because it 

has a faster convergence rate on standard test functions compared to other evolutionary 

algorithms [16, 17].   

 After obtaining the optimized values of uncertain parameters using GA, the next 

step is to search for multiple pathways or different sets of welding variables, i.e. laser 

power, welding speed and beam defocusing to obtain pre-defined specific weld geometry.  

Since multiple solutions are needed, it is important to prevent premature convergence of 

the PCX G3 GA population.  The tendency to converge prematurely was reduced by 

replacing sets of welding variables similar to the current best solution with randomly 

generated sets of welding variables after a fixed number of iterations.  An initial 

population of randomly selected welding variables is formed by the PCX- G3 GA.  For 

each set of the welding variables, the forward numerical model calculates the weld pool 

dimensions, i.e. depth and width at top and bottom of the work-piece.  Not all sets of 

welding variables result in the desired weld pool geometry.  The deviation between the 

weld pool geometry for any set of welding variables and the target geometry is obtained 

as:  

where d
c
, wt

c
 and wt

c
 are the computed weld pool depth, width at top of the work-piece, 

and width at bottom of the work-piece, respectively, and d
e
, wt

e
, and wb

e
 are the 

corresponding experimental weld pool depth, width at top of the work-piece, and width at 

bottom of the work-piece for the target geometry chosen for the study.  The objective 

function depends on the three welding variables: laser power „P‟, welding speed , and 

beam defocusing .   

where P
0
, v

0
, and 


 are the reference values of the variables that represent the order of 

magnitude of the respective variables.  The non-dimensional values of different welding 
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variables are comparable in magnitude.  Thus, the importance of each welding variable is 

preserved by their non-dimensional values.  The actual values of the welding variables 

are calculated by multiplying the non-dimensional value with the corresponding reference 

value.  The GA then systematically searches for sets of welding variables that produce 

weld dimensions that are close to the target dimensions.  The search involves 

improvement in the values of the GA population with iterations following certain laws of 

GA [1-4].   

 The specific application for using this model for optimizing sets of unknown input 

parameters is explained in the Appendix C and a similar methodology is followed for 

obtaining multiple sets of welding variables.   

5.3 Results and Discussion 

5.3.1 Improving reliability of calculated results 

 Since the model is based on well-tested equations of heat transfer the mismatch 

between the computed and the experimental results may be attributed primarily to 

uncertainties in some of the input parameters.  Values of the beam radius at the focal 

plane and absorption coefficient were identified as the important uncertain parameters 

and their values were estimated from a limited volume of experimental data.  Assuming 

that energy absorption is due to photon-electron interaction, the absorption coefficient for 

clean flat surfaces can be estimated from the following relation [18]:  

where  is the electrical resistivity (ohm-cm) of the liquid metal at the boiling point, and 

 is the wavelength (cm) of the incident laser beam.  However, the estimated absorption 

coefficient may differ from the actual value owing to naturally occurring oxide layers and 

other surface imperfections.  Significant errors may also exist in the measured value of 

beam radius at the focal plane.  Using GA and the five sets of welding conditions given in 
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Table 5.2, the value of the beam radius was estimated to be 0.232 mm and the value of 

absorption coefficient was estimated to be 0.096.   

Figure 5.1 shows the 3D temperature fields calculated using the estimated values 

of beam radius and absorption coefficient for the welding conditions corresponding to 

data set (e) listed in Table 5.2.  Welding direction is the positive x direction.  The keyhole 

boundary is marked by the boiling point of the alloy (1930 K) whereas the region 

between the boiling point and solidus temperature (850 K) indicates the weld pool.  As 

seen in Figure 5.1, the weld pool is highly elongated at the rear and compressed at the 

front.  This is due to the high welding speed.  

 

 Figure 5.2 shows the weld geometries calculated using the optimized values of 

uncertain parameters for the five sets of welding conditions given in Table 5.2.  The 

equilibrium solidus temperature of the 5182 Al alloy (850 K) marks the calculated weld 

pool boundary.  Figure 5.2 (a)-(e) show a reasonable agreement between the calculated 

and the experimentally measured weld pool dimensions indicating that the computed 

values of the laser beam absorption coefficient and the beam radius are appropriate.    

 

 

 

 

Figure 5.1:  Computed temperature fields: 5182 Al alloy, power: 2600 W, speed: 106 

mm/s, defocus: 0 mm.  Temperatures on isotherms are in K. 
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5.3.2 Multiple sets of process variables 

 The first step towards obtaining multiple solution sets of welding variables for 

specified weld geometry is to define the desired weld geometry.  As described 

previously, three parameters, i.e. depth, width at the top of the work-piece, and width at 

the bottom of the work-piece define the weld geometry.  Weld geometry corresponding to 

experimental data set (c) in Table 5.2 was chosen as the target weld geometry in this 

study.  Thus, one or more solution(s) in the GA population with acceptable low objective 

function value is likely to have welding variables with values very close to the 

corresponding welding variables of data set (c).   

 After identifying the target geometry, the GA was used to calculate multiple sets 

of welding variables, i.e., laser power, welding speed, and beam defocusing combinations 

 

 

Figure 5.2: Experimental and calculated weld pool dimensions for the five sets of welding 

conditions given in  Table 5.2, i.e., 2600 W power, 0 mm defocus, and (a) 63.5 mm/s, (b) 

74.1 mm/s, (c) 84.7 mm/s, (d) 93.5 mm/s, and (e) 105.8 mm/s.  The solid lines are the 

calculated weld pool boundaries. 
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that would result in the specified weld geometry.  To ensure a diverse initial set of 

welding variables, the values of these welding variables were generated randomly within 

their specified ranges.  The goal was to minimize chances of premature convergence.  In 

other words, diverse initial sets of welding variables reduce the chances of the population 

becoming similar without much improvement in the objective function value, and/or in 

case of a requirement of multiple solutions, most of the low objective function members 

have almost similar values.  A GA population size of 200 was chosen for this study.  This 

number of variable sets was chosen based on how the population size influenced the 

effectiveness of GA using standard test functions [1, 2] and the spread of GA variables 

for this problem.   

 Figure 5.3 (a) shows the initial GA population, which include the sets of laser 

power, welding speed, and beam defocus.  The values of input power were chosen in the 

range of 2300 to 2800 W, welding speed in the range of 95 to 130 mm/s, and beam 

defocus in the range of -1.0 to +0.5 mm.  The variable sets were then improved 

iteratively.  Iterations were stopped when the objective function values for a sufficient 

percentage of the GA population were below a prescribed limit.  Values of the welding 

variables for the initial GA population are shown in Figure 5.3 (a) and their objective 

function values are plotted in Figure 5.3 (b).  For several sets of the welding variables the 

objective function value is very low when compared to the general population, indicating 

the possibility of finding solution sets near these „peaks‟ with sufficiently low objective 

function values. 

 Figure 5.4 (a) shows that the average value of objective function decreases with 

the number of iterations.  However, the figure also shows that the average objective 

function sometimes changes abruptly.  For example, a sudden increase in the objective 

function value was observed after 75 iterations.  Sometimes several individuals form a 

cluster around a single solution during iterations.  To promote diversity, the crowding 

was reduced every twenty five iteration by replacing all individuals in the cluster, except 

the best individual, with randomly generated individuals.  The new members affected the 

average fitness values significantly after 75 iterations as seen in Figure 5.4 (a).  The 

objective function for the best member of the population also decreased, although not 
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continuously, with iterations as shown in Figure 5.4 (b).  The creation of new members 

clearly affects the minimum values of the objective function with iterations and the 

variation is not continuous because of the uncertain nature of the fitness changes with 

iterations.  Figure 5.4 (c) shows almost a gradual increase in the number of qualified low 

objective function individuals with iterations.  Abrupt changes in the behavior occur 

when individuals in a cluster are deliberately replaced by randomly selected individuals 

to reduce the elite preserving nature of the GA.   

 The individuals with low objective function values obtained after the final 

iteration represent the alternative pathways for obtaining the target weld geometry.  

Table 5.3 lists the solutions, i.e., some of the many sets of welding variables that will 

result in the target weld geometry.  The solutions are spread over a wide range for all the 

three welding variables.  The results show a variation of about 35 % above the minimum 

value of power.  Similarly, there is a variation of about 58 % in speed and significant 

variation, between -1.31 mm and 0.49 mm, in the defocus values among various 

combinations of solutions.  Although the GA recommends many solution sets, these 

solutions are not exhaustive and many more welding variable sets may exist for the same 

target geometry.   
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Figure 5.3:  Initial population of randomly chosen values of welding variable sets and 

their objective function values.  (a) A large space of variables was searched to find 

optimum solutions (b) Low values of objective function for several sets of welding 

variables suggest presence of multiple optimal solutions. 
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Figure 5.4:  Plots show the (a) variation of population averaged objective function with 

iterations, (b) variation of minimum objective function value with iterations, and (c) 

number of individuals whose objective function values defined by equation (12) are lower 

than 0.2. 
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 Figure 5.5 shows the transverse section keyhole profile, along with the weld pool 

boundary, for each of the six solution sets of welding variables given in Table 5.3.  We 

see that sets of welding variables very different from each other can result in similar 

keyhole profiles and weld pools.  Figure 5.6 shows the comparison of weld geometries 

calculated for the different sets of welding conditions (values of input power, welding 

speed, and beam defocus given in Table 5.3) using the 3D heat transfer model with the 

specified weld geometry. The calculated weld pool boundary is marked by the solidus 

temperature of the 5182 Al alloy (850 K).  The calculated geometry agreed reasonably 

well with the target geometry in each case as seen in Figure 5.6.  Thus, each set of 

welding variables listed in Table 5.3 results in weld geometry close to the target 

geometry.  Any one of the six sets of welding conditions may be chosen to obtain the 

specified geometry.  A higher welding speed may be desired if the production rate is an 

important consideration.  On the other hand, system limitations may require use of a 

lower power laser.  Note that the first set of welding conditions in Table 5.3 is very close 

to the experimental welding conditions for our target geometry.   

 

Table 5.3: Optimized sets of laser power, welding speed, and beam defocus to achieve 

the following weld pool dimensions: weld pool depth = 1.0 mm, weld pool width at the 

top surface = 1.63 mm, and weld pool width at the bottom surface = 0.56 mm. 

 Power (W) Speed (mm/s) Defocus (mm) 

(a) 2586 108 0.06 

(b) 2843 157 -0.87 

(c) 2947 133 0.34 

(d) 3278 133 0.49 

(e) 3354 162 0.22 

(f) 3488 171 -1.31 
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5.4 Summary and conclusions 

 Values of certain parameters like the focal spot radius of laser beam and 

absorption coefficient are often not known accurately.  Therefore, a real number based 

GA was combined with a 3D heat transfer model for keyhole mode laser welding to 

estimate the values of these parameters by minimizing the difference between the 

calculated and the measured weld dimensions for keyhole mode laser welding of 5182 

Al-Mg alloy for five sets of welding conditions.  Using these values of focal spot radius 

and absorption coefficient, the computed weld geometries were found to be in good 

agreement with the experimentally observed weld geometry for all the five experimental 

conditions.  Numerical models of heat transfer can thus be combined with a GA and a 

limited volume of experimental data of weld geometry during keyhole mode laser 

welding to improve reliability of predictions of temperature fields and weld geometry.  

Even though only two uncertain parameters were optimized using GA in this work, other 

parameters like effective thermal conductivity and viscosity in a turbulent weld pool and 

effective values of temperature dependent thermo-physical properties can also be 

optimized using this methodology. 

 The GA was also combined with the 3D heat transfer model of keyhole mode 

laser welding to find welding conditions which could result in a specified weld geometry.  

Multiple sets of laser power, welding speed, and beam defocus with widely different 

values were found to meet the specified weld width at the top and the bottom of the plate.  

Therefore, the weld geometry for keyhole mode welding of 5182 Al-Mg alloy can be 

tailored based on scientific principles via multiple pathways, i.e., using different 

combinations of laser power, welding speed and laser beam defocus.  Following this 

methodology, welding conditions to obtain other weld attributes such as a desired cooling 

rate can also be obtained.   
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Figure 5.5: The transverse section keyhole boundary and the weld pool boundary for each 

of the six solution sets of welding variables in Table 5.3.  Broken lines mark the keyhole 

boundary and the solid lines indicate the weld pool boundary. 
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Figure 5.6: Comparisons between the calculated and the experimental weld pool 

geometry for different optimized combinations of welding variables given in Table 5.3.  

The solid line marks the computed weld pool boundary which represents the equilibrium 

solidus temperature of 5182 Al alloy. 
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Chapter 6 

 

Concluding Remarks 

6.1 Summary and Conclusions 

 Three dimensional (3D) heat transfer and fluid flow models for keyhole mode 

laser beam and electron beam welding (EBW) were developed.  A turbulence model 

based on Prandtl‟s mixing length hypothesis was used to estimate the effective thermal 

conductivity and viscosity values.  Temperatures on keyhole walls were assumed to be 

constant in laser beam welding (LBW).  In EBW, keyhole wall temperatures were 

calculated from the equilibrium temperature versus pressure relation for the material and 

the vapor pressures in the keyhole.  The vapor pressure in the keyhole was calculated 

from a balance between the hydrostatic force, the surface tension force and the vapor 

pressure.  The following are the main conclusions: 

1. The numerical heat transfer and fluid flow model for keyhole mode LBW was 

applied to materials with wide ranging thermo-physical properties like density, 

thermal conductivity and boiling point, and under varying input power and 

welding speeds.  The tested materials included important engineering alloys like 

5754 aluminum alloy, A131 structural steel, 304L stainless steel, Ti-6Al-4V alloy, 

vanadium, and tantalum.   

a. The computed cross-sectional geometry agreed reasonably well with the 

experimental observations for all the materials over a wide range of 

welding conditions considered.  The weld pool geometry was related to 

the material properties.  Tantalum welds were smaller compared to steel 

welds under similar welding conditions due to its higher boiling point.  

The weld cross-sectional width of high thermal conductivity alloys like 

aluminum gradually decreases from the top to the bottom of the weld.  As 

opposed to that, the low thermal conductivity alloys like steel have nail-
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head shaped geometry. This widening of the weld pool near the top 

surface of the weld pool is due to the surface tension gradient driven fluid 

flow that carries heat outwards from the hot keyhole region.   

b. Convective heat transfer was important for all the materials investigated.  

However, as shown by the calculation of Peclet number, convective heat 

transfer was more significant for materials with lower thermal diffusivity 

(steel) than those with higher thermal diffusivity (aluminum).  This 

difference in the importance of convective heat transport resulted in 

different weld shapes for low and high thermal diffusivity alloys.  

c. Turbulence was more important for locations near the weld pool surfaces. 

d. The free-surface calculations showed significant deformation of the 

bottom surface of the full penetration weld under the effect of recoil 

pressure and weight of the liquid melt pool. 

e. The calculation of solidification parameters for alloys showed that the 

plane front stability criterion under the theory of constitutional 

supercooling was not satisfied.  Solidification structure was related to the 

solidification parameters.  

f. Cooling rates were studied for both partial and full penetration welds and 

related to the observed microstructure.  In particular, cooling rates were 

much higher at the bottom of partial penetration welds compared to the 

bottom of partial penetration welds.  This was reflected in finer observed 

microstructure for partial penetration welds.   

2. For EBW, the numerical model considered the variation of keyhole wall 

temperatures with depth and its effect on the heat transfer and fluid flow in the 

weld pool.  The model was tested for 21Cr-6Ni-9Mn stainless steel and Ti-6Al-

4V welds made with different input powers, and 304L stainless steel welds made 

with same input power but different power density distributions.  The power 

density distributions were varied at fixed input power by varying the focal spot 

size. 
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a. The calculated and experimental weld geometries and thermal cycles 

agreed reasonably well for the work-piece materials and welding 

conditions considered.  The volume of the fusion zones depended on the 

material properties like density, specific heat and melting point.  Due to 

the higher boiling point and lower solid state thermal conductivity of Ti-

6Al-4V, higher peak temperatures were obtained in Ti-6Al-4V compared 

to similar locations in 21Cr-6Ni-9Mn steel.   

b. Increase in the focal spot size resulted in more diffused power distribution 

which led to a decrease in penetration depth and the increase in weld 

width.  Higher peak power density with the same input power, resulted in 

higher keyhole wall temperatures and vapor pressure in the keyhole. 

c. From the calculation of dimensionless numbers, it was found that 

convection was the dominant mechanism of heat transfer in the weld pool, 

and the gradient of surface tension played an important role in the fluid 

flow.  Calculated weld pool was much narrower in absence of convection 

compared to when convection was present.  The calculated weld pool also 

lacked the nail-head shape when convection was not considered.  The 

Lorentz force was insignificant compared with the Marangoni force.   

3. Calculation of temperatures and fluid velocities for EBW and LBW for similar 

process parameters (except the lower ambient pressure in EBW) showed that 

lower equilibrium wall temperatures enable easier (deeper) keyhole penetration, 

and hence, deeper welds.  However, as a result of lower keyhole wall 

temperatures, the weld pool in EBW is narrower compared to LBW since less 

heat is conducted from the keyhole walls into the work-piece.  

4. The numerical models for keyhole mode welding could be applied to materials 

with wide ranging thermo-physical properties.  The results show that a 

computationally efficient model combining 3D heat transfer and fluid flow 

calculations with a keyhole geometry sub-model can significantly improve the 

understanding of keyhole welding of different materials.  



177 

5. Uncertain parameters involved in LBW (laser beam radius and absorption 

coefficient) could be estimated using genetic algorithm with the numerical model 

and limited volume of experimental data.  The results show that the reliability of 

calculations can be improved by combining numerical models with an 

optimization algorithm. 

6. Genetic algorithm was used to find various welding conditions that would result 

in a specified weld geometry.  It was found that significantly different sets of 

welding conditions can result in similar weld geometries.   

6.2 Future work 

During the course of this research, several areas were identified that required 

future research.   

First, the keyhole calculation model in this study considers multiple reflections by 

using an average location independent enhanced absorption coefficient based on averaged 

conical keyhole geometry.  However, in reality the enhancement in absorption may be 

non-uniform depending on the shape of the keyhole.  A ray tracing procedure for 

estimating the enhancement in absorption coefficient at all locations on the keyhole wall 

due to multiple reflections for the calculated keyhole profile will require calculations of 

surface normal at each point on the keyhole wall.  This task will significantly increase the 

computational work involved in the keyhole geometry calculation.  An alternative is to 

follow a ray-tracing procedure assuming a conical keyhole shape.  For such a keyhole 

shape, simple geometric relations will apply.  However, calculation of local temperature 

on the three dimensional keyhole surface has to be undertaken simultaneously with the 

heat transfer and fluid flow calculations in the weld pool.  As a result, the computational 

task will be significantly more intensive than the model demonstrated in this thesis.  

However, the main merit of undertaking such a project would be to examine the extent of 

temperature variation on the keyhole surface.  

Secondly, the temperatures everywhere on the keyhole walls in LBW have been 

assumed to be equal to the boiling point of the alloy at 1 atm pressure.  Since the 
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variation in keyhole wall temperatures with depth is small and not likely to effect the 

keyhole penetration significantly, this assumption is reasonable.  However, as discussed 

in Chapter 3, assumption of constant keyhole wall temperatures may result in calculated 

weld geometry that has a tapered lower part whereas the observed lower part of fusion 

zone is usually parallel-sided.  Therefore, the procedure for calculating the keyhole wall 

temperatures in EBW can also be followed for LBW.   However, except near the tip of 

the keyhole, the procedure is not likely to have any impact.  

Thirdly, the calculated temperature fields and thermal cycles can be used to 

calculate the expected microstructure and the stress in the work-piece.  This will require 

use of phenomenological models for the respective tasks.   

Finally, this methodology of improving the modeling results and tailoring weld 

attributes involves many runs of the numerical code.  This makes the computational task 

very time taking.  To reduce the computational time, a neural network may be used.  The 

neural network can be trained using various sets of input parameters covering the whole 

range of process conditions expected in the welding process and the results computed for 

these input parameters using the numerical model.   



 

Appendix A 

 

Variation of Keyhole Wall Temperatures 

The keyhole is kept open as a result of a balance between the vapor pressure 

inside the keyhole, the surface tension and the hydrostatic force at the vapor-liquid 

interface.  The force balance at the keyhole walls is given by Eq. A.1: 

where P is the vapor pressure inside the keyhole, P0 istheambient pressure,is the 

surface tension at local wall temperature T,  is the density, and g is the acceleration due 

to gravity. r(z) is the average radius of curvature of the keyhole at distance z from the top 

surface, and is taken to be half of the keyhole diameter along the welding direction.  

Variation of vapor pressure with temperature can be given by integrating the Clausius-

Clapeyron equation [1]:  

 

P= P0 + /r(z) + gz (A.1) 










 


LV

LV
LV0

RTT

TT
HexpPP  (A.2) 

 

0.00

0.50

1.00

1.50

2.00

2200 2600 3000 3400

Temperature, K

P
re

s
s

u
re

, 
a

tm

 

Figure A.1: Equilibrium vapor pressure versus temperature variation. 
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 Figure A.1 shows the variation of pressure for iron according to the Clausius-

Clapeyron equation.  In typical electron beam welding, P0 ~ 0 atm, while in typical laser 

welding P0 ~ 1 atm.  From Figure A.1, an excess pressure (i.e. the pressure difference 

between the top and the bottom of the keyhole) of say, 0.5 atm, in an electron beam 

welding cavity will result in temperature difference of several hundred degrees Kelvin. 

Since there is a continuous flow of metal vapors out of the keyhole, it can be assumed 

that the vapor cavity in laser beam welding is filled with metal vapors.  Thus, for a 

similar excess pressure of 0.5 atm in the keyhole, the total vapor pressure due to metal 

atoms from the work-piece varies from 1 atm near the top of the keyhole to 1.5 atm near 

the keyhole bottom.  The temperature difference between the bottom and the top of the 

keyhole will be much less than the corresponding value for electron beam welds. 

Temperature at all locations on the keyhole walls in laser beam welding is commonly 

assumed to be equal to the boiling point of the alloy [2-5].  However, the larger variation 

of temperature on the keyhole walls for electron beam welding has been considered 

during the calculation of keyhole geometry and also for the surface tension gradient 

(resulting from temperature dependence of surface tension) driven Marangoni convection 

along the keyhole walls. 
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Appendix B 

 

Calculation of Recoil Pressure 

Recoil pressure exerted by the metal vapors can be given by the difference 

between the momentum of the vapors leaving the surface and the z-direction momentum 

of the liquid near the liquid – vapor interface.  

The subscripts „g‟ and „l‟ stand for gas and liquid respectively, and the velocities normal 

to the liquid – vapor interface. Since by mass conservation: 

Therefore, 

where Jg is the vaporization flux, which can be calculated from the Langmuir equation 

given in equation Eq. B.7. 
 

where c is the concentration of the metal vapors and is given by: 

where M is the molecular weight of iron, and pv is the vapor pressure of iron at 

temperature T, calculated from an empirical relation [1].  

Prec = gvg
2

 - lvl
2
 (B.1) 

gvglvl (B.2) 

g << l (B.3) 

vg >> vl (B.4) 

Prec = (gvg)vg - (lvl)vl = (gvg)(vg-vl)~gvg
2
 (B.5) 

Prec ~ Jgvg (B.6) 

vg = Jg/c (B.7) 

RT

Mp
c v  (B.8) 
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Appendix C 

 

Genetic Algorithm 

The GA used in the present study to calculate the optimized values of the input 

variables is a parent centric recombination (PCX) operator based generalized generation 

gap (G3) model [1, 2].  This model was chosen because it has been shown to have a faster 

convergence rate on standard test functions as compared to other evolutionary algorithms.  

The algorithm for the model is as follows:  

1. Each individual in a population represents a set of randomly chosen values of the two 

input variables, i.e., beam radius at focus, and absorption coefficient.  A parent refers 

to an individual in the current population.  The individual that has the best fitness, i.e., 

the one that gives the minimum value of the objective function in the entire 

population, is the best parent.  The best parent and two other randomly selected 

parents are chosen from the population. 

2. A recombination scheme is used to create two new individuals from these three 

chosen parents.  PCX based G3 models are known to converge rapidly when three 

parents and two offspring are selected [2].   

3. Two new parents are randomly chosen from the current population. 

4. The two randomly chosen parents in step 3 and the two new offspring generated in 

step 2A form a subpopulation of four individuals. 

5. The two best solutions, i.e., the solutions having the least values of the objective 

function, are chosen from the subpopulation of four members created in step 4.  These 

two individuals replace the two parents randomly chosen in step 3.   

6. The calculations are repeated from step 1 again until convergence is achieved.    

Figure C.1 shows the application of these steps to the present study.  Every 25 

iterations, all individuals forming a cluster near the best individual were replaced by 

randomly generated individuals to reduce any tendency of premature convergence of the 

population.  The recombination scheme [step (2)] used in the present model is based on 
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the parent centric recombination (PCX) operator.  A brief description of the PCX 

operator, as applied to the present problem of three input variables, is described as 

follows: 

 

First three parents, i.e.,  0

2

0

1 f,f ,  1

2

1

1 f,f ,  2

2

2

1 f,f  are selected from the current 

population.  Here, the subscripts represent the two input variables, while the superscripts 

denote the parent identification number.  The mean vector or 

 

 

Figure C.1: Generalized generation gap (G3) model using parent centric recombination 

(PCX) operator [3]. 
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where (i)h
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 are the orthonormal bases that span the subspace perpendicular to (p)d


, and 

w  and w  are randomly calculated zero-mean normally distributed variables.  The 

values of the variables that characterize the offspring,  '

2

'

1 f,fy 


, are calculated as 

follows: 

where, 

The expressions for the variables d, a2, and b2, used in Eq. C.6 and C.7 are as 

follows: 
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