Heat transfer and fluid flow during electron beam welding of 21Cr–6Ni–9Mn steel and Ti–6Al–4V alloy
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Abstract

Electron beam welding (EBW) of two important engineering alloys, Ti–6Al–4V and 21Cr–6Ni–9Mn, was studied experimentally and theoretically. The temperatures at several monitoring locations in the specimens were measured as a function of time during welding and the cross-sections of the welds were examined by optical microscopy. The theoretical research involved numerical simulation of heat transfer and fluid flow during EBW. The model output included temperature and velocity fields, fusion zone geometry and temperature versus time results. The numerically computed fusion zone geometry and the temperature versus time plots were compared with the corresponding experimentally determined values for each weld. Both the experimental and the modelling results were compared with the corresponding results for the keyhole mode laser beam welding (LBW).

Both experimental and modelling results demonstrate that the fusion zone size in Ti–6Al–4V alloy was larger than that of the 21Cr–6Ni–9Mn stainless steel during both the electron beam and laser welding. Higher boiling point and lower solid state thermal conductivity of Ti–6Al–4V contributed to higher peak temperatures in Ti–6Al–4V welds compared with 21Cr–6Ni–9Mn stainless steel welds. In the EBW of both the alloys, there were significant velocities of liquid metal along the keyhole wall driven by the Marangoni convection. In contrast, during LBW, the velocities along the keyhole wall were negligible. Convective heat transfer was important in the transport of heat in the weld pool during both the laser and the EBW. The computed keyhole wall temperatures during EBW at low pressures were lower than those during the LBW at atmospheric pressure for identical heat input.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

High energy density heat sources such as electron beams or laser beams are often used when deep penetration welds with small heat affected zones (HAZs) are desired. The intense evaporation of the metal often results in the formation of a deep and narrow vapour cavity within the molten weld pool known as the ‘keyhole’ [1, 2]. Numerical modelling of heat transfer and fluid flow in keyhole mode welding processes can provide quantitative information about the weld geometry, thermal cycles, cooling rates and solidification characteristics.

Recent work has also shown that phenomenological models, once validated with experimental data, can also serve as powerful tools for tailoring weld attributes based on scientific principles. Several numerical models for keyhole mode laser beam welding (LBW) and electron beam welding (EBW) are available in the literature [3–27]. Models for keyhole mode laser welding range from the ones that neglect convective heat flow to the ones that solve three-dimensional heat transfer and fluid flow along with tracking of the liquid–vapour interface. On the other hand, even though numerical studies for keyhole mode electron beam welds have been reported [24–28], no
Surface temperatures for Al 1100 alloy varied with depth and surface tension and vapour pressure. The computed keyhole radiative loss and convection in melt pool. Keyhole surface and neglecting latent heat due to melting and evaporation, modelled EBW assuming circular cross-section of keyhole free surface fluid velocities. Elmer [25] surface temperature, liquid layer thickness and tangential heat transfer and fluid flow model and computed the free peer reviewed journal. Wei and Giedt [24] proposed a 2D transfer and fluid flow model for EBW simplified the three-dimensional problem [24], neglecting fluid flow [25, 27, 28], wall temperatures using a three-dimensional analytical model assuming the keyhole shape to be a paraboloid of revolution. They neglected fluid flow calculations and instead enhanced the thermal diffusivity by five times the molecular value to account for convective heat transfer. Hemmer and Grong [28] proposed an analytical heat conduction model and predicted keyhole penetration assuming a cylindrical keyhole shape with a predefined surface temperature. These available models of keyhole mode electron beam welding simplified the problem by using a two-dimensional approximation to a three-dimensional problem [25], neglecting fluid flow [25, 27, 28], considering a predefined keyhole shape [26–28] and/or surface temperature [28].

Although both the laser beams and electron beams are used for deep penetration welds, there are important differences in the two welding processes. LBW is generally conducted at atmospheric pressure whereas the EBW is commonly conducted under vacuum levels of about $10^{-5}$ Torr. Within the keyhole, the pressure exerted by metal vapours on the wall balances the pressure due to surface tension, hydrostatic and capillary forces. As these forces vary with depth, the equilibrium wall temperature also varies with depth. Assuming that the keyhole is filled with metal vapours, the variation of wall temperature with depth in laser welding is likely to be small compared with the variation in EBW (see appendix). In laser welding, the temperature on the keyhole walls is often assumed to be equal to the normal boiling point of the alloy at all depths [17–23]. On the other hand, during EBW conducted under typical vacuum levels, there can be significant variation of wall temperatures with depth [26, 29]. The variation of temperature on the keyhole walls in EBW results in Marangoni convection currents along the keyhole walls and affects convective heat transfer within the weld pool.

When a laser or electron beam is incident on the keyhole walls at small angles, only a small portion is absorbed by the material while the remainder is reflected from the point of incidence [30]. The reflected beam strikes the keyhole at a different location and gets partially absorbed. Multiple reflections [14–17, 19–23] of the beam in the keyhole enhance the absorption of the laser or electron beam by the workpiece during the keyhole mode welding process. The enhancement of absorption due to multiple reflections has been treated in the literature by ray-tracing techniques [16]. Accuracy of the ray-tracing approach depends on the number of rays tracked and the keyhole geometry. Kaplan [17] proposed a more efficient algorithm where an average location independent enhanced absorption coefficient can be analytically deduced based on the normal absorption coefficient and the average number of reflections of the beam inside the keyhole considering both the principle of multiple reflections and the keyhole geometry. In this work, the latter approach has been followed.

Here we develop and test a three-dimensional numerical model of heat transfer and fluid flow in keyhole mode EBW. The model takes into account the variation of wall temperature with depth and Marangoni convection on keyhole walls. Experimental work involved EBW of Ti–6Al–4V and 21Cr–6Ni–9Mn steel at two power levels. The temperatures at several monitoring locations in the specimens were measured as a function of time during welding and the cross-sections of the welds were examined by optical microscopy. The numerically computed fusion zone geometry and the temperature versus time plots were compared with the corresponding experimentally determined values for each weld. A limited number of keyhole mode LBW experiments were undertaken to show the agreement between experimentally observed weld dimensions and the values calculated assuming a constant temperature on the keyhole walls. The weld geometries calculated for LB welds at atmospheric pressure and EB welds at near-vacuum conditions, under similar process parameters were subsequently compared.

2. Experiments

Electron beam welds were made on 21Cr–6Ni–9Mn stainless steel and Ti–6Al–4V samples at 16.9 mm s$^{-1}$ welding speed and different power levels. The sample thickness was 6.45 mm for stainless steel and 7.13 mm for Ti–6Al–4V. Several laser beam welds were also made on these alloys for comparison. The composition of 21Cr–6Ni–9Mn stainless steel was 18.9% Cr, 7.4% Ni, 8.8% Mn, 0.47% Si, 0.26% N, 0.014% Al, <0.005% O, <0.01% P and balance Fe. The composition of Ti–6Al–4V alloy was 6.0% Al, 4.2% V, 0.014% C, 0.11% O, 0.17% Fe, <0.003% B, <0.03% Si, 0.0028% H, 0.005% Y and balance Ti.

For EBW, the work distance was 244.5 mm (9.625") and chamber pressure was about $4 \times 10^{-5}$ Torr. The electron beam currents were 3.7 and 7.4 mA for 21Cr–6Ni–9Mn stainless steel and 5.0 and 10.0 mA for Ti–6Al–4V, at 110 kV. Four 0.2 mm diameter type K thermocouples were used to record thermal cycles. The thin thermocouples were chosen to accurately record the rapid temperature changes. The thermocouples were spot welded at (i) $y = +1.5$ mm, top surface, (ii) $y = -1.5$ mm, top surface, (iii) $y = 2.5$ mm, top surface and (iv) $y = 0$ mm, bottom surface where $y$ indicates the distance from the weld centre line. The plate was clamped on the four corners with a 6.35 mm (0.25") space under each corner in order to thermally isolate the bottom of the plate from the holding fixture. The electron beam radius at sharp focus
was measured to be about 0.12 mm for 21Cr–6Ni–9Mn steel welds and 0.13 mm for Ti–6Al–4V alloy welds. Laser beam welds were made on both materials with the Nd: YAG laser with a focal spot radius of about 0.18 mm with a divergence of 0.045 mm m\(^{-1}\) (increase in radius per millimetre of penetration) at input power of 1500 W and welding speed of 16.9 mm s\(^{-1}\). The laser beam was focused at 0.127 mm below the workpiece surface for 21Cr–6Ni–9Mn stainless steel and focused on the workpiece surface for Ti–6Al–4V weld.

### 3. Mathematical model

#### 3.1. Calculation of keyhole profile

The welding process is assumed to be quasi-steady state with a flat top surface except where the keyhole is formed. The fluctuations of the keyhole shape and size have been neglected. The keyhole geometry is calculated using a model that considers the energy balance on the liquid–vapour interface. While the keyhole wall temperature is commonly assumed to be equal to the boiling point of the alloy for LBW [17, 19–23], the temperature on the keyhole walls in EBW is calculated from the local pressure in the keyhole. The normal boiling point of the alloy was taken to be a temperature where the sum total of the equilibrium vapour pressures of all alloying elements in some power loss but is assumed to be small for high voltage electron beams [30]. With a plasma attenuation coefficient in some power loss but is assumed to be small for high voltage electron beams [30]. With a plasma attenuation coefficient.

#### 3.2. Heat transfer and fluid flow in the weld pool

After calculating the keyhole profile, the fluid flow and heat transfer in the weld pool is modelled by solving the equations of conservation of mass, momentum and energy in three dimensions. The molten metal is assumed to be incompressible. The liquid metal flow in the weld pool can be represented by the following momentum conservation equation [46, 47]:

\[
\rho \frac{\partial u_j}{\partial t} + \rho (u_i u_j) = \frac{\partial}{\partial x_i} \left( \frac{\mu}{\partial x_i} \right) + S_j, \tag{1}
\]

where \(\rho\) is the density, \(t\) is the time, \(x_i\) is the distance along the \(i\)th (\(i = 1, 2\) and 3) orthogonal direction, \(u_j\) is the velocity component along the \(j\) direction, \(\mu\) is the effective viscosity, and \(S_j\) is the source term for the \(j\)th momentum equation and

<table>
<thead>
<tr>
<th>Table 1. Data used for keyhole calculations.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical property</td>
</tr>
<tr>
<td>Boiling point at 1 atm, (K) [31]</td>
</tr>
<tr>
<td>Density of liquid at boiling point, (kg m(^{-3})) [31–34]</td>
</tr>
<tr>
<td>Specific heat of liquid at boiling point, (J kg(^{-1}) K(^{-1})) [31, 32, 35–37]</td>
</tr>
<tr>
<td>Thermal conductivity of liquid at boiling point, (W m(^{-1}) K(^{-1})) [32, 36, 38–40]</td>
</tr>
<tr>
<td>Laser beam absorption coefficient, (\eta\ [30])</td>
</tr>
<tr>
<td>Electron beam absorption coefficient, (\eta\ [30])</td>
</tr>
<tr>
<td>Change in laser beam radius with depth, (mm mm(^{-1}))</td>
</tr>
<tr>
<td>Change in electron beam radius with depth, (nm mm(^{-1}))</td>
</tr>
<tr>
<td>Plasma attenuation coefficient for laser, (m(^{-1})) [23]</td>
</tr>
<tr>
<td>Plasma attenuation coefficient for e-beam, (m(^{-1}))</td>
</tr>
</tbody>
</table>

#### Note
Values are estimates based on the data available in the references.

<table>
<thead>
<tr>
<th>Table 2. Data used for fluid flow calculations.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical property</td>
</tr>
<tr>
<td>Solidus temperature, (K) [35, 41]</td>
</tr>
<tr>
<td>Liquidus temperature, (K) [35, 41]</td>
</tr>
<tr>
<td>Density of liquid (kg m(^{-3})) [31, 41]</td>
</tr>
<tr>
<td>Specific heat of solid, (J kg(^{-1}) K(^{-1})) [31, 41]</td>
</tr>
<tr>
<td>Specific heat of liquid, (J kg(^{-1}) K(^{-1})) [31, 41]</td>
</tr>
<tr>
<td>Thermal conductivity of liquid, (W m(^{-1}) K(^{-1})) [32, 36, 38–40]</td>
</tr>
<tr>
<td>Thermal conductivity of solid, (W m(^{-1}) K(^{-1})) [32, 36, 38–40]</td>
</tr>
<tr>
<td>Viscosity, (Pa-s) [35, 41]</td>
</tr>
<tr>
<td>Coefficient of thermal expansion, (1/K) [31]</td>
</tr>
<tr>
<td>Temperature coefficient of surface tension, (N m(^{-1}) K(^{-1})) [30, 34]</td>
</tr>
<tr>
<td>Enthalpy of solid at melting point, (J kg(^{-1})) [31, 35]</td>
</tr>
<tr>
<td>Enthalpy of liquid at melting point, (J kg(^{-1})) [31, 35]</td>
</tr>
<tr>
<td>Emissivity</td>
</tr>
<tr>
<td>Heat transfer coefficient, (W m(^{-2}) K(^{-1}))</td>
</tr>
</tbody>
</table>

#### Note
Values are estimates based on the data available in the references.
is given as

$$S_j = -\frac{\partial p}{\partial x_j} + \frac{\partial}{\partial x_l} \left( \mu \frac{\partial u}{\partial x_l} \right) - C \left( \frac{1 - f_l}{f_L + B} \right) u_j$$

$$+ \rho g f(T - T_{ref}) - \rho U \frac{\partial u}{\partial x_i},$$

(2)

where \( p \) represents pressure, \( U \) is the welding velocity and \( f \) is the coefficient of volume expansion. The third term represents the frictional dissipation in the mushy zone according to the Carman–Kozeny equation for flow through a porous media [48, 49], where \( f_L \) is the liquid fraction and \( B \) is a very small computational constant introduced to avoid division by zero and \( C \) is a constant accounting for the mushy zone morphology (a value of \( 1.6 \times 10^4 \) was used in the present study [49]). The fourth term is the buoyancy source term [50–54]. The last term accounts for the relative motion between the electron beam and the workpiece [50].

The following continuity equation is solved in conjunction with the momentum equation to obtain the pressure field:

$$\frac{\partial (\rho u_i)}{\partial x_i} = 0.$$  

(3)

In order to trace the weld pool liquid/solid interface, i.e. the phase change, the total enthalpy \( H \) is represented by a sum of sensible heat \( h \) and latent heat content \( \Delta H \), i.e. \( H = h + \Delta H \) [50]. The sensible heat \( h \) is expressed as \( h = \int C_p dT \), where \( C_p \) is the specific heat and \( T \) is the temperature. The latent heat content \( \Delta H \) is given as \( \Delta H = f_L L \), where \( L \) is the latent heat of fusion. The liquid fraction \( f_L \) is assumed to vary linearly with temperature for simplicity [50]:

$$f_L = \begin{cases} 1 & \text{T} > T_L, \\ \frac{T - T_S}{T_L - T_S} & T_S \leq T \leq T_L, \\ 0 & T < T_S, \end{cases}$$

(4)

where \( T_L \) and \( T_S \) are the liquidus and solidus temperatures, respectively. Thus, the thermal energy transportation in the weld workpiece can be expressed by the following modified energy equation:

$$\rho \frac{\partial h}{\partial t} + \rho \frac{\partial (u_i h)}{\partial x_i} = \frac{\partial}{\partial x_i} \left( k \frac{\partial h}{\partial x_i} \right) + S_h,$$  

(5)

where \( k \) is the thermal conductivity. The source term \( S_h \) is due to the latent heat content and is given as

$$S_h = -\rho \frac{\partial (\Delta H)}{\partial t} - \rho \frac{\partial (u_i \Delta H)}{\partial x_i} - \rho U \frac{\partial h}{\partial x_i} - \rho U \frac{\partial (\Delta H)}{\partial x_i}.$$  

(6)

The heat transfer and fluid flow equations were solved [47] for the entire workpiece. Since the keyhole does not contain any liquid, liquid metal velocities within the keyhole were assigned zero values and the temperatures inside the keyhole were taken as the boiling point of the alloy.

### 3.2.1. Boundary conditions

A 3D Cartesian coordinate system is used in the calculation, and only half of the workpiece is considered since the weld is symmetrical about the weld centre line. The boundary conditions are discussed as follows.

**Top surface.** The weld top surface is assumed to be flat, except for the keyhole region. The velocity boundary conditions are given as [53–57]

$$\frac{\partial u}{\partial z} = f_1 \frac{dy}{d \gamma} \frac{dT}{d \gamma},$$

$$\frac{\partial v}{\partial z} = f_1 \frac{dy}{d \gamma} \frac{dT}{d \gamma},$$

$$w = 0,$$

where \( u \), \( v \) and \( w \) are the velocity components along the \( x \), \( y \) and \( z \) directions, respectively, and \( dy/d \gamma \) is the temperature coefficient of surface tension. As shown in this equation, the \( u \) and \( v \) velocities are determined from the Marangoni effect [53–57]. The \( w \) velocity is equal to zero since the outward flow at the pool top surface is assumed to be negligible.

The heat flux at the top surface is given as

$$k \frac{\partial T}{\partial z}_{top} = f Q \eta \exp \left( \frac{f(x^2 + y^2)}{r_b^2} \right) - \sigma \epsilon (T^4 - T_a^4) - h_s (T - T_a),$$

(8)

where \( r_b \) is the beam radius, \( f \) is the power distribution factor, \( Q \) is the total laser power, \( \eta \) is the absorptivity, \( \sigma \) is the Stefan–Boltzmann constant, \( h_s \) is the heat transfer coefficient and \( T_a \) is the ambient temperature. In equation (8), the first term on the right-hand side is the heat input from the Gaussian heat source. The second and third terms represent the heat loss by radiation and convection, respectively.

**Symmetric plane.** The boundary conditions are defined as zero flux across the symmetric surface, i.e. the vertical plane defined by the welding direction, as

$$\frac{\partial u}{\partial y} = 0, \quad v = 0, \quad \frac{\partial w}{\partial y} = 0,$$

(9)

$$\frac{\partial h}{\partial y} = 0,$$

(10)

where \( r \) and \( s \) are the liquidus and solidus temperatures, respectively.
Figure 2. The computed transverse fusion zone cross-sections shown by solid lines and the experimentally determined fusion zone cross-section for Ti–6Al–4V welds made at 16.9 mm s\(^{-1}\) welding speed with input power of (a) 550 W and (b) 1114 W shown by dotted lines.

Figure 3. Fluid flow in a 21Cr–6Ni–9Mn stainless steel electron beam weld pool for 16.9 mm s\(^{-1}\) welding speed and 814 W input power. Levels 1, 2 and 3 correspond to temperatures 1697 K, 1900 K and 2200 K, respectively.

Figure 4. Fluid flow in a Ti–6Al–4V electron beam weld pool for 16.9 mm s\(^{-1}\) welding speed and 1114 W input power. Levels 1, 2 and 3 correspond to temperatures 1878 K, 2000 K and 2500 K, respectively.

Keyhole surface.

\[
h = h_{\text{boil}},
\]

where \(h_{\text{boil}}\) is the sensible heat of the different materials at their respective boiling points. The velocity component perpendicular to the keyhole surface is assigned zero to represent no mass flux due to convection. For the electron beam welds, surface tension gradients are present due to the variation of temperature on the keyhole surface with depth.

As a result, Marangoni convection currents are formed in the vertical direction along the surface of the keyhole.

\[
\mu \frac{\partial w}{\partial n} = \frac{dy}{dT} \frac{\partial T}{\partial z},
\]

where \(n\) is the direction vector normal to the keyhole surface.
Figure 5. Variation of (a) vapour pressure in the keyhole and (b) keyhole wall temperature, with depth for EBW of 21Cr–6Ni–9Mn stainless steel at 407 W input power and 16.9 mm s\(^{-1}\) welding speed. \(z = 0\) at the surface of the workpiece.

Figure 6. Variation of (a) vapour pressure in the keyhole and (b) keyhole wall temperature, with depth for EBW of Ti–6Al–4V at 550 W input power and 16.9 mm s\(^{-1}\) welding speed. \(z = 0\) at the surface of the workpiece.

Solid surfaces. At all solid surfaces far away from the heat source, a convective heat transfer boundary condition is given and the velocities are set to be zero.

3.3. Turbulence model

During welding, the rates of transport of heat, mass and momentum are often enhanced because of the presence of fluctuating velocities in the weld pool. The contribution of the fluctuating velocities is taken into account by using an appropriate turbulence model that provides a systematic framework for calculating effective viscosity and thermal conductivity [58, 59]. The values of these properties vary with the location in the weld pool and depend on the local characteristics of the fluid flow. In this work, a turbulence model based on Prandtl’s mixing length hypothesis is used to estimate the turbulent viscosity [58]:

\[
\mu_t = \rho l_m v_t, \tag{13}
\]

where \(\mu_t\) is the turbulent viscosity, \(l_m\) is the mixing length and \(v_t\) is the turbulence velocity. The mixing length at any location within the weld pool is the distance travelled by an eddy before its decay and is often taken as the distance from the nearest wall [58]. In a controlled numerical study of recirculating flows in a small square cavity, the extent of computed turbulent kinetic energy was found to be about 10% of the mean kinetic energy [59]. Yang and DebRoy [60] computed mean velocity and turbulent energy fields during GMA welding of HSLA 100 steel using a two equation \(k-\varepsilon\) model. Their results also show that the turbulent kinetic energy was of the order of 10% of the mean kinetic energy. The turbulent velocity \(v_t\) can therefore be expressed as

\[
v_t = \sqrt{0.1 v^2}. \tag{14}
\]

From equations (13) and (14), we have

\[
\mu_t = 0.3 \rho l_m v. \tag{15}
\]

Effective viscosity at a particular point is given as the sum of the turbulent (\(\mu_t\)) and laminar (\(\mu_l\)) viscosities, i.e. \(\mu = \mu_t + \mu_l\).

The corresponding local turbulent thermal conductivities are calculated by using the turbulent Prandtl number, which is defined in the following relationship:

\[
Pr = \frac{\mu_t c_p}{k_t}, \tag{16}
\]

where \(k_t\) is the turbulent thermal conductivity. For the calculations described here, the Prandtl number is set to a value of 0.9, based on previous modelling work [57, 59], and the turbulent thermal conductivity is then calculated.

3.4. Calculation methodology

1. The keyhole geometry is calculated based on the energy balance at the liquid–vapour interface and the assumption of planar heat conduction, and keyhole wall temperatures are taken as the normal boiling point of the alloy [17].
2. The vapour pressure at any depth inside the keyhole is calculated from a force balance (see appendix) involving the vapour pressure, hydrostatic force, and surface tension force at the liquid–vapour interface.
3. Equilibrium pressure versus temperature relation for the given alloy is used to calculate the wall temperatures at all depths.
Table 3. Dimensionless numbers for EBW of 21Cr–6Ni–9Mn stainless steel at 814 W and Ti–6Al–4V at 1114 W, and the values used in calculations.

<table>
<thead>
<tr>
<th>Dimensionless number</th>
<th>Definition</th>
<th>21Cr–6Ni–9Mn steel, 814 W</th>
<th>Ti–6Al–4V, 1114 W</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peclet number, Pe</td>
<td>$u\rho C_p(w/2)\kappa$</td>
<td>8.4</td>
<td>7.3</td>
</tr>
<tr>
<td>Surface tension Reynold’s number, Ma</td>
<td>$\rho(w/2)\frac{dy}{dT}\Delta T \mu^2$</td>
<td>$1.5 \times 10^4$</td>
<td>$2.2 \times 10^4$</td>
</tr>
<tr>
<td>Reynold’s number, Re</td>
<td>$\rho u_w \mu$</td>
<td>900</td>
<td>720</td>
</tr>
<tr>
<td>Magnetic Reynold’s number, $R_m$</td>
<td>$\frac{\rho u_m l^2}{4\pi^2 \mu^2}$</td>
<td>$2.5 \times 10^{-4}$</td>
<td>$5.5 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

Values used for calculations

| Characteristic flow velocity, m s$^{-1}$ | $u$ | 0.1 | 0.1 |
| Maximum flow velocity, m s$^{-1}$ | $u_m$ | 1.0 | 0.6 |
| Weld pool length, m | $l$ | $1.5 \times 10^{-3}$ | $3.0 \times 10^{-3}$ |
| Weld pool width, m | $w$ | $9.0 \times 10^{-4}$ | $1.5 \times 10^{-3}$ |
| Temperature difference*, K | $\Delta T$ | 550 | 700 |
| Density, kg m$^{-3}$ | $\rho$ | 7000 | 4000 |
| Viscosity, kg m$^{-1}$ s$^{-1}$ | $\mu$ | 0.007 | 0.005 |
| Thermal conductivity, W m$^{-1}$ K$^{-1}$ | $k$ | 30 | 30 |
| Specific heat, J kg$^{-1}$ K$^{-1}$ | $C_p$ | 800 | 730 |
| Surface tension, N m$^{-1}$ K$^{-1}$ | $\gamma$ | 1.87 | 1.65 |
| Current, A | $I$ | $7.4 \times 10^{-3}$ | $10.4 \times 10^{-3}$ |
| Magnetic permeability of free space, N A$^{-2}$ | $\mu_m$ | $4\pi \times 10^{-7}$ | $4\pi \times 10^{-7}$ |

Note: Difference between the calculated keyhole wall temperature near the top surface and solidus temperature.

4. Steps 1–3 are repeated a few times with improved values of wall temperatures. The iterations are stopped when the keyhole depth becomes constant with iterations.

5. The final keyhole geometry is mapped onto a coarser mesh for the solution of 3D mass, momentum, and energy balance equations. Temperatures within the keyhole at any depth are assigned the final wall temperature value calculated at that depth during keyhole geometry calculations.

6. The mass, momentum and energy conservation equations are solved assuming fixed wall temperatures and zero mass flux across the keyhole walls.

7. A turbulence model is used to enhance the viscosity and thermal conductivity in the liquid region.

4. Results and discussion

Figure 1 shows a comparison of computed and experimentally observed fusion zone cross-sections of two electron beam welds of 21Cr–6Ni–9Mn stainless steel for two input powers. The computed fusion zone cross-sections, shown by solid lines, are in very good agreement with the corresponding experimental results. Both welds show narrow and deep fusion zone geometry characteristic of electron beam welds. Figures 2(a) and (b) show a similar comparison of fusion zone cross-sections for Ti–6Al–4V welds at two different input powers. The fusion zones of the Ti–6Al–4V welds are characterized by columnar grains with a martensitic microstructure. A light etching inner HAZ and a dark etching outer HAZ can also be observed for the Ti–6Al–4V welds. The position of the fusion zone boundary at the top surface can be easily discerned by the deviation from the flat surface. Similarly, the fusion zone boundary can be discerned for the 1114 W input power weld as well. The computed and experimental fusion zone cross-sections for both input powers are in excellent agreement. Note that the fusion zone cross-sections for the Ti–6Al–4V welds were much larger than those for the 21Cr–6Ni–9Mn welds. This difference is consistent with the much higher heat requirement for the melting of a unit volume of 21Cr–6Ni–9Mn than that of Ti–6Al–4V.

Figures 3 and 4 show the computed fluid flow for EBWs of 21Cr–6Ni–9Mn stainless steel and Ti–6Al–4V alloy welds, respectively. The fluid moving out from the centre of the weld pool carries heat and enhances the heat transfer. The region within the weld pool with no velocity vectors is the keyhole. On the keyhole walls, the velocity vectors due to Marangoni convection can be observed. These Marangoni convection currents bring heat from the keyhole bottom, where the wall temperature is relatively higher, to the surface and then outwards, thus enhancing the heat transfer within the weld pool. Such re-circulatory flow of hot liquid from the bottom to the top and then radially outwards, can result in increased weld pool width near the top surface.

Figure 5(a) shows the variation of vapour pressure with depth in the keyhole for the 21Cr–6Ni–9Mn stainless steel weld made with 407 W input power at 16.9 mm s$^{-1}$. The values given in the plot represent the pressure required to balance the surface tension force and the hydrostatic force of the liquid metal at the keyhole walls in order to keep the keyhole open. The metal–vapour pressure in the keyhole increases with depth and it can become very high near the keyhole bottom. As the keyhole radius becomes smaller with increasing depth, the pressure increases at a higher rate. In the calculation of keyhole profile, the radius of the keyhole decreases from a maximum value at the top to zero at the bottom. In reality, the keyhole bottom is likely to be rounded and the radius of curvature is
likely to have a finite value. Thus, calculated vapour pressures near the keyhole bottom may be somewhat higher than the true value.

Figure 5(b) shows the variation of wall temperature with depth and is calculated from the equilibrium pressure versus temperature relationship for 21Cr–6Ni–9Mn stainless steel. The equilibrium vapour pressures over the alloys were calculated assuming ideal solution behaviour. For example, for stainless steel, the equilibrium vapour pressure was taken as the sum of the products of the mole fraction and the equilibrium vapour pressure of pure Fe, Cr, Ni and Mn. The wall temperature varied by about 400 K from about 2308 K to about 2734 K. Figures 6(a) and (b) show the variation of keyhole pressure and wall temperature with depth for Ti–6Al–4V weld made with 550 W input power at 16.9 mm s\(^{-1}\) welding speed. The wall temperatures varied by about 400 K from 2632 K near the top surface to 3034 K near the keyhole bottom.

Schauer and Giedt [29] measured the wall temperatures in an electron beam cavity for various alloys and found a similar variation with depth. As explained in the appendix, variation of keyhole wall temperatures with depth in laser beam welding is relatively small. Several prior works on modelling of keyhole mode laser welding have assumed constant keyhole wall temperature [8, 10, 12, 17, 19]. Two-dimensional calculations of Trappe et al [61] also showed that keyhole wall temperatures in LBW were nearly constant.

Table 3 shows various dimensionless numbers calculated for the EBW of the two alloys and the values used in their calculation. Since the Peclet number is much higher than 1 for both the alloys, convection plays a very significant role in the heat transfer compared with conduction. Surface tension Reynold’s number computed using the expression in table 3 for both alloys is of the order of 10\(^4\) indicating strong influence of surface tension gradient on the fluid flow in comparison with the viscous force. According to Atthey’s criteria [62], the weld pools are turbulent when Reynold’s number \(Re = \rho u_{\text{m}} w / \mu > 600\), where \(\rho\) is the density, \(u_{\text{m}}\) is the maximum fluid velocity, \(w\) is the weld pool width and \(\mu\) is the viscosity. Values in the table show that the condition is satisfied for the welding of both the materials indicating a turbulent weld pool. The very low value of magnetic Reynold’s number indicates that the Lorentz force is insignificant compared with the viscous force.

Figures 7(a) and (b) provide a comparison of the computed and the experimentally determined temperature versus time plots at two monitoring locations for the welding of 21Cr–6Ni–9Mn steel. The time scales in the computed temperature versus time plots were constructed by dividing
the distance with the welding velocity. The experimental and the calculated time scales were synchronized by taking the same time to reach peak temperature for both plots. The computed thermal cycles agreed well with the corresponding experimentally determined values at both locations and for the location at the back of the plate (not shown). Figures 8(a) and (b) provide a comparison of the computed and the experimentally determined temperature versus time plots at the same monitoring locations and same welding conditions as before, except here the power was increased to 814 W. The computed thermal cycles agree well with the corresponding experimentally determined values for both locations shown in figure 8 and for a location at the back of the plate (not shown). A comparison of the data in figures 7 and 8 indicate that at any given monitoring location the peak temperature increases with increase in heat input.

Figures 9 and 10 show comparisons of the computed and the experimentally determined temperature versus time plots for Ti–6Al–4V at the same monitoring locations for two power levels. The computed thermal cycles agreed well with the corresponding experimentally determined values at the locations as shown in figures 9 and 10 as well as for a location at the back of the plate (not shown). The peak temperatures obtained at the top surface for Ti–6Al–4V made at 550 W were higher than the peak temperatures obtained at similar locations for 21Cr–6Ni–9Mn steel made at higher input power of 814 W. This can be attributed to the higher boiling point and lower solid state thermal conductivity of Ti–6Al–4V compared with 21Cr–6Ni–9Mn steel.

A comparison of calculated and experimental weld geometry for laser welds made on 21Cr–6Ni–9Mn stainless steel and Ti–6Al–4V alloy at 16.9 mm s\(^{-1}\) welding speed and 1500 W power setting are shown in figures 11 and 12, respectively. Microstructural features of the Ti–6Al–4V alloy laser weld are similar to those discussed previously for the electron beam welds on the same material. The agreement between the calculated position of the fusion boundary and the experimentally determined position for the 21Cr–6Ni–9Mn stainless steel weld is quite reasonable, while that for the Ti–6Al–4V alloy is very good. The weld geometry depends on the spot size of the beam and the beam distribution factor. The spot size and beam distribution factor measured under ideal conditions in the absence of any plasma can differ from the respective values in an actual experiment due to scattering and absorption phenomenon [45, 63, 64]. Therefore, the beam distribution factor and beam radius were adjusted to get a reasonable agreement between the experimental and calculated.
Figure 11. Experimental and calculated fusion zone cross-section for 21Cr–6Ni–9Mn stainless steel laser weld made at 16.9 mm s\(^{-1}\) welding speed, 1500 W input power and −1.27 mm beam defocus. The computed weld pool geometry is shown by the solid line.

Figure 12. Experimental and calculated fusion zone cross-section for Ti–6Al–4V laser weld made at 16.9 mm s\(^{-1}\) welding speed and 1500 W input power. The computed cross-section is shown by the solid line and the experimentally determined fusion zone cross-section is shown by the dotted line.

Figure 13. Fluid flow in the weld pool for laser welds for 1500 W machine power setting and 1.69 cm s\(^{-1}\) welding speed. The beam distribution factor and focal spot radius were taken as 1.5 and 0.23 mm for the calculations. Again, note that the fusion zone area for Ti–6Al–4V is distinctly larger than that for 21Cr–6Ni–9Mn stainless steel as expected from the previous discussions.

Figure 13 shows the fluid flow patterns during laser welding of 21Cr–6Ni–9Mn stainless steel and Ti–6Al–4V alloy welds made at 1500 W machine setting and 16.9 mm s\(^{-1}\) welding speed. In the absence of temperature gradients along the keyhole wall, there is no Marangoni convection along the keyhole walls in laser welds. For the conditions of experiments in this paper, 21Cr–6Ni–9Mn electron beam weld made at 16.9 mm s\(^{-1}\) welding speed and 814 W input power was deeper and narrower than the laser beam weld made on the same material at the same welding speed and 1500 W power. Similarly, the Ti–6Al–4V electron beam weld made at 16.9 mm s\(^{-1}\) welding speed and 1114 W input power was deeper and narrower than the laser beam weld on the same material at the same welding speed and 1500 W input power.

Figures 14 and 15 compare the calculated weld geometries for laser (14(a) and 15(a)) and electron beam (14(b) and 15(b)) welds on 21Cr–6Ni–9Mn stainless steel (figure 14) and Ti–6Al–4V alloy (figure 15). The calculations were performed for the same welding speed, input power, beam distribution factor, focal spot radius, beam divergence, absorption coefficient, and plasma attenuation coefficient. Therefore, the calculations considered only the effect of lower keyhole wall temperatures in EBW compared with LBW on the weld geometries. The lower wall temperatures required in EBW due to the lower ambient pressure enable deeper penetration compared with LBW. However, the higher wall temperatures in LBW result in greater heat conducted in any horizontal plane and consequently wider weld pools compared with EBW.

5. Summary and conclusions

An energy balance based model was used to calculate the keyhole shape in EBW by considering the variation of keyhole wall temperature as a function of keyhole depth. A numerical model was developed and tested to calculate the fluid flow and heat transfer during keyhole mode EBW of 21Cr–6Ni–9Mn
Computation fusion zone cross-sections for 21Cr–6Ni–9Mn stainless steel welds made with 1000 W input power at 17 mm s\(^{-1}\) welding speed by (a) LBW and (b) EBW.

Computation fusion zone cross-sections for Ti–6Al–4V welds made with 1000 W input power at 17 mm s\(^{-1}\) welding speed by (a) LBW and (b) EBW.

stainless steel and Ti–6Al–4V alloy. The model was used to calculate temperature fields, thermal cycles, weld geometry, and fluid flow. A turbulence model based on Prandtl\’s mixing length hypothesis was used to estimate the effective viscosity and effective thermal conductivity values. Temperatures on keyhole walls in EBW were calculated from the equilibrium temperature–pressure relations for the metal–vapour interface. The vapour pressure, in turn, was calculated from a force balance on keyhole walls.

As expected, welding parameters such as the beam radius, input power, and welding speed affected the weld pool geometry. Relatively low keyhole wall temperature in EBW compared with that during LBW was a contributing factor in narrower electron beam welds for the experimental conditions considered here. The presence of surface tension driven vertical flow along the keyhole walls in EBW enhanced the heat transfer by convection. Calculation of dimensionless numbers showed that convection was the dominant mechanism of heat transfer in the weld pool, and the gradient of surface tension played an important role in the fluid flow. The Lorentz force was insignificant compared with the Marangoni force. Higher peak temperatures found in Ti–6Al–4V welds compared with similar locations in 21Cr–6Ni–9Mn stainless steel welds was attributed to higher boiling point and lower solid state thermal conductivity of Ti–6Al–4V.
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Appendix

The vapour pressure inside the keyhole tries to keep the vapour cavity open and both the surface tension and the hydrostatic forces tend to close the cavity. The force balance at the keyhole walls is given by

$$P = P_0 + \gamma(T)/r(z) + \rho g z,$$

where \(P\) is the vapour pressure inside the keyhole, \(P_0\) is the ambient pressure, \(\gamma(T)\) is the surface tension at local wall temperature \(T\), \(\rho\) is the density and \(g\) is the acceleration due to gravity. \(r(z)\) is the average radius of curvature of the keyhole at distance \(z\) from the top surface, and is taken to be half of the keyhole diameter along the welding direction. Variation of vapour pressure with temperature can be given by integrating the Clausius–Clapeyron equation [16]:

$$P = P_0 \exp\left(\frac{H_L V}{RT_{LV}}\right).$$

In a typical EBW, \(P_0 \sim 0\) atm, while in typical laser welding \(P_0 \sim 1\) atm. From equation (A-2), an excess pressure (i.e. the pressure difference between the top and the bottom of the keyhole) of say, 0.5 atm, in an EBW cavity will result in temperature difference of several hundred degrees Kelvin. Since there is a continuous flow of metal vapours out of the keyhole, it can be assumed that the vapour cavity in LBW is filled with metal–vapour. Thus, for a similar excess pressure of 0.5 atm in the keyhole, the total vapour pressure due to metal atoms from the workpiece varies from 1 atm near the top of the keyhole to 1.5 atm near the keyhole bottom. The temperature difference between the bottom and the top of the LBW keyhole calculated from equation (A-2) will be much less than the corresponding value for electron beam welds.

Temperature at all locations on the keyhole walls in LBW is commonly assumed to be equal to the boiling point of the alloy [16]. However, the larger variation of temperature on the keyhole walls for EBW has been considered during the calculation of keyhole geometry and also for the surface tension gradient (resulting from temperature dependence of surface tension) driven Marangoni convection along the keyhole walls.